Fundamentals of pair diffusion in kinematic simulations of turbulence
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We demonstrate that kinematic simulation (KS) of three-dimensional homogeneous turbulence produces fluid element pair statistics in agreement with the predictions of L. F. Richardson [Proc. R. Soc. London, Ser. A 110, 709 (1926)] even though KS lacks explicit modeling of turbulent sweeping of small eddies by large ones. This scaling is most clearly evident in the turbulent diffusivity’s dependence on rms pair separation and, to a lesser extent, on the pair’s travel time statistics. It is also shown that kinematic simulation generates a probability density function of pair separation which is in good agreement with recent theory [S. Goto and J. C. Vassilicos, New J. Phys. 6, 65 (2004)] and with the scaling of the rms pair separation predicted by L. F. Richardson [Proc. R. Soc. London, Ser. A 110, 709 (1926)]. Finally, the statistical persistence hypothesis (SPH) is formulated mathematically and its validity tested in KS. This formulation introduces the concept of stagnation point velocities and relates these to fluid accelerations. The scaling of accelerations found in kinematic simulation supports the SPH, even though KS does not generate a Kolmogorov scaling for the acceleration variance (except for a specific case and a limited range of outer to inner length-scale ratios). An argument is then presented that suggests that the stagnation points in homogeneous isotropic turbulence are on average long-lived.
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I. INTRODUCTION

A. Searching for Richardson’s dispersion laws in turbulent flows

Richardson [1] made the first quantitative prediction relevant to inertial-range turbulence when he proposed the locality-in-scale hypothesis and derived the “four-thirds” law for diffusion in isotropic turbulence,

$$\frac{d}{dt}\langle \Delta^2(t) \rangle \sim \langle \Delta^3 \rangle^{2/3},$$

(1)

where $\Delta$ is the separation of the two fluid elements.

Many years later, two independent studies [2,3] applied similarity theory [4] to the locality-in-scale hypothesis and obtained Eq. (1), which, when integrated, gives the temporal scaling of

$$\langle \Delta^2(t) \rangle \sim \epsilon t^3$$

(2)

in the inertial range.

Understandably there has been much interest in verifying these relations both experimentally and numerically. Experimental studies are notoriously difficult due to the need to capture Lagrangian statistics of two neutral marker particles simultaneously in the same turbulent flow. Nevertheless, recent laboratory experiments [5,6] have claimed significant ranges of $\langle \Delta^2(t) \rangle \sim t^3$ in two- and three-dimensional turbulence, respectively, despite having limited Reynolds numbers, $R_N$ of around 100 (the Reynolds number is not reported in Ref. [5] so we take the value reported for an identical experimental setup [7]). However, there are doubts as to whether these laboratory experiments really do observe a $t^3$ regime or merely a low-Reynolds-number transitional regime that is locally approximated by a $t^4$ growth.

Direct Numerical Simulation (DNS) experiments are also faced with the difficulty of simulating Reynolds numbers that could be considered high enough for purely inertial-range statistics to be produced. References [8–10] simulated relative dispersion in a turbulent flow with an $R_N$ comparable to the experimental values. While Ref. [8] cautiously reported some evidence of a $t^3$ regime over a time range so small that such caution was fully justified, Refs. [9,10] presented evidence that spurious $t^3$ regimes can result from strong dependencies on initial conditions. Reference [11], taking advantage of more powerful computing resources, simulated relative diffusion in a flow with $R_N=283$ and reported a $t^3$ regime although, again, the results were highly dependent on the initial separation of the particle pair throughout the power-law range, which should not be the case in an authentic $t^3$ regime. However, these simulations remain some way from the extremely high Reynolds numbers required to capture pair-diffusion statistics and mechanisms, so other techniques must also be used to further investigate pair dispersion.

Synthetic turbulence and, more specifically, kinematic simulation (KS), has been used in numerous studies of relative turbulent diffusion. Velocity fields constructed from stream functions built from radial octaves impose an energy spectrum, $E(k) \sim k^{-5/3}$, onto the field and observe a clear Richardson $t^3$ regime [12]. Hitherto, studies involving KS (see Sec. I B for a full description of the model) have presented Richardson ranges of $\langle \Delta^2(t) \rangle \sim t^3$ spanning more than a decade for two-dimensional simulations [13]. Three-dimensional studies [14] present evidence showing that Eq.
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Kinematic simulation (KS) is a method for simulating Lagrangian statistics and turbulent diffusion properties. KS is based on a kinematically obtained Eulerian velocity field that is incompressible and consistent with Eulerian statistics up to the second order, such as the energy spectrum $E(k)$ in wavenumber space. There is no assumption of Markovianity at any level. Instead, a persistence parameter $\lambda$ controls the degree of unsteadiness of the turbulence. It is worth mentioning that when the prescribed energy spectrum has the form $E(k) \sim k^{-5/3}$ the model is in good agreement with laboratory experiments for two-particle statistics [14], three-particle statistics [19], and concentration variances [20] (the term “particle” that is used here is interchangeable with “fluid element”). KS is also in good agreement with DNS for two-particle statistics [21].

The flow velocity at a point $x$ and a time $t$ is constructed, in the case of homogeneous turbulence, by the summation of independent, randomly orientated, Fourier modes. These modes represent the contribution of a finite number of turbulent modes in the inertial range of the Eulerian energy spectrum. Hence kinematic simulation should only model the flow field in a qualitative and highly reduced sense. What is not modeled in kinematic simulation are the phase correlations between Fourier modes, their interactions, and their dynamics. Lagrangian statistics are achieved by synthesizing physical space only along particle trajectories.

The formulation of the velocity field used in this study follows from more recent kinematic simulation studies [13,20]. The KS velocity field is kinematically prescribed to be

$$u(x,t) = \sum_{n=0}^{N_k} a_n \cos(k_n \cdot x + \omega_n t) + b_n \sin(k_n \cdot x + \omega_n t), \quad (4)$$

where $N_k$ is the total number of representative Fourier modes, $a_n$ and $b_n$ are the decomposition coefficients corresponding to the wave vector $k_n$ and $\omega_n$ is the unsteadiness frequency.

The wave vector

$$k_n = k_N k_n^* \quad (5)$$

is randomly orientated by a random choice of the unit vector $k_n^*$. The wave numbers are distributed via

$$k_n = k_1 \left( \frac{k_N}{k_1} \right)^{(n-1)/(N_k-1)}, \quad (6)$$

with $n$ an integer such that $1 \leq n \leq N_k$. Reference [18] found that this wave number distribution results in the quickest convergence of the Lagrangian statistics.

To ensure that the Fourier modes’ orientations are random and the velocity field still satisfies incompressibility, the orientations of $a_n$ and $b_n$ are chosen independently and randomly in a plane normal to $k_n$, i.e.,

$$a_n \cdot k_n = b_n \cdot k_n = 0. \quad (7)$$

Furthermore, magnitudes of $a_n$ and $b_n$ are chosen to conform with the prescribed energy spectrum $E(k)$, i.e.,

$$|a_n|^2 = |b_n|^2 = 2E(k_n) \Delta k_n, \quad (8)$$

where

$$\Delta k_n = \begin{cases} \frac{k_2 - k_1}{2} & n = 1 \\ \frac{k_{n+1} - k_{n-1}}{2} & n \in [2, N_k - 1] \\ \frac{k_{N_k} - k_{N_k-1}}{2} & n = N_k \end{cases} \quad (9)$$

The Eulerian energy spectrum $E(k)$ is the main input in kinematic simulation of homogeneous isotropic turbulence (along with a coefficient of the unsteadiness frequency as we see later on in this section). The inertial range form of the energy spectrum [4] is

$$E(k) = C_K \varepsilon^{2/3} k^{-5/3}, \quad (10)$$

where $\varepsilon$ is the rate of dissipation of kinetic energy per unit mass and $C_K$ is the Kolmogorov universal constant. In this study, KS only models the inertial range of the spectrum.
unless explicitly stated; hence $k$ is within the surrogate inertial range, $k_1 < k < k_\eta$ where $k_\eta = k_{N_k}$. We use the term “surrogate” to indicate that, in KS, the range $k_1 < k < k_\eta$ is not dynamically inertial but simply the range over which the K41 spectrum [4] is prescribed to hold.

It is also the purpose of this study to consider departures from Kolmogorov’s $-5/3$ law, either as a reflection of intermittency or for the purpose of experimenting with the dependence of various Lagrangian statistics [13,22,23] on the scaling of $E(k)$. We therefore write the general form of the energy spectrum

$$E(k) = C_T u_{rms}^2 L(kL)^{-p},$$  \hspace{1cm} (11)

where $L = \frac{2\pi}{k_1}$ and $p > 1$ to ensure that there is no infinite energy at the small scales when $k_\eta$ is taken to infinity. The dimensionless constant $C_T = C_T(p,k_1,k_\eta)$ is such that

$$\frac{3u_{rms}^2}{2} = \int_{2\pi L}^{2\pi \eta} E(k)dk,$$  \hspace{1cm} (12)

where $\eta = \frac{2\pi}{k_\eta}$. The form [Eq. (11)] of the spectrum is unambiguous in KS where turbulence dynamics are absent and therefore $\epsilon$ is not directly defined. However, by using the cornerstone turbulence relation [24]

$$\epsilon = C_\epsilon \frac{u_{rms}^3}{L},$$  \hspace{1cm} (13)

where $C_\epsilon$ is a dimensionless constant, Eq. (11) reduces to Eq. (10) for $p = -\frac{5}{3}$ when $C_TC_\epsilon^{2/3} = C_T$.

Unless otherwise explicitly stated, the value of $p$ is set to $\frac{5}{3}$ in this study. The value of $C_\epsilon$ does not need to be set as an input in our simulation and it should not be expected to be equal to corresponding values published in the literature as $L$ is not the integral length scale (which, however, scales with $L$).

Time dependence is introduced via an “unsteadiness frequency” $\omega_n$, which we take to be proportional to the eddy turnover frequency of the mode $n$,

$$\omega_n = \lambda \sqrt{k_n^3 E(k_n)},$$  \hspace{1cm} (14)

where $\lambda$ is the “unsteadiness” or “persistence” parameter which, as will be seen in later sections, can have a significant effect on one-particle two-time Lagrangian statistics [13,22,23]. In Sec. III we experiment both with Eq. (14) and with

$$\omega_n = \lambda u_{rms} k_n.$$  \hspace{1cm} (15)

Values of $\lambda$ equal to, or very close to, zero generate velocity fields that are frozen, or approximately frozen in time, i.e., a velocity field with infinite, or near-infinite, persistence in time. The other extreme of very large values of $\lambda$ generates extremely unsteady velocity fields with very fast time variations and very little persistence of flow structure.

II. TURBULENT PAIR DIFFUSIVITY AND SEPARATIONS IN KINEMATIC SIMULATIONS

A. Absence of sweeping of small scales by larger scales in kinematic simulation

Kinematic simulation does not model the advection of small-scale eddies by large energy-containing motions [25] due to the independent nature of the Fourier modes. This problem has been found to significantly affect the properties of the one-particle Lagrangian statistics extracted from the model [26] and it has been recently argued by Thomson and Devenish [15] that relative dispersion, i.e., two-particle statistics, could also be affected and it is felt that it would be useful to outline their arguments in this section.

The rate of mean-square separation, or eddy diffusivity, might be expressed in terms of a characteristic relative velocity $\delta V$ between fluid element pairs and a time scale $\tau$ over which such relative velocities change. Both $\delta V$ and $\tau$ are functions of the mean-square separation $\langle \Delta^2(t) \rangle$ and

$$\frac{d}{dt}(\Delta^2(t)) \sim \delta V^2 \tau.$$  \hspace{1cm} (16)

Classically, the relative velocity $\delta V$ obeys Kolmogorov scaling and $\delta V^2 \sim (e(\Delta^2)^{1/2})^{2/3}$. The time scale $\tau$, often referred to as the eddy decorrelation time, obeys similar scaling properties provided the small eddies are swept with the fluid element by the larger eddies [25]. Hence

$$\tau \sim e^{1/3}(\Delta^2)^{1/3}.$$  \hspace{1cm} (17)

Substituting back into the diffusivity equation [Eq. (16)] we recover Richardson’s law,

$$\frac{d}{dt}(\Delta^2(t)) \sim e^{1/3}(\Delta^2(t))^{2/3},$$  \hspace{1cm} (18)

which implies that $\langle \Delta^2(t) \rangle \sim t^2$ for $\max(\eta,\Delta_0) \ll \langle \Delta^2 \rangle^{1/2} \ll L$, where $\Delta_0 = \Delta(t=0)$.

Without the sweeping of the small eddies by the larger ones, fluid elements are rapidly advected by the large eddies through the small eddies and so another time scale becomes important. Then, as argued in Ref. [15], the eddy decorrelation time becomes of the order of the time it takes the local flow velocity to sweep the particles through the eddy, i.e.,

$$\tau \sim \frac{\langle \Delta^2 \rangle^{1/2}}{u'},$$  \hspace{1cm} (19)

where $u'$ is the rms turbulence velocity (averaged over the pairs’ Lagrangian trajectories and therefore equal to the root-mean-square velocity of the Eulerian field, $u_{rms}$, in homogeneous turbulence [27]). This leads to the diffusivity

$$\frac{d}{dt}(\Delta^2(t)) \sim \frac{e^{2/3}(\Delta^2)^{5/6}(t)}{u'},$$  \hspace{1cm} (20)

the integration of which leads to

$$\langle \Delta^2(t) \rangle \sim \frac{e^{1/6}}{u'}$$  \hspace{1cm} (21)

for $\max(\eta,\Delta_0) \ll \langle \Delta^2 \rangle^{1/2} \ll L$. 
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and using a Gaussian form for $p(u')$ with a standard deviation of $u_{rms}$, they obtain

$$
\langle \Delta^2(t) \rangle \sim \frac{3 t_{rms}^2 r_{rms}^2}{\eta^2}. 
$$

This translates into an overall mean diffusivity contribution of

$$
\frac{d}{dt} \langle \Delta^2(t) \rangle \sim \langle \Delta^2 \rangle^{7/9}. 
$$

**B. Kinematic simulation results for mean-square separation and mean diffusivity**

Due to the questions over kinematic simulation’s ability to reproduce the appropriate scalings for the relative dispersion of a particle pair and, in particular, the obvious disagreement between other KS studies [13,14,22] and Ref. [15], it would seem appropriate to start by using KS to calculate $\langle \Delta^2(t) \rangle$. Typical results are depicted in Fig. 1 and the flow parameters are presented in Table I: the initial separation between the fluid element pair $\Delta_0 = 0.1 \eta$. The value of the persistence parameter is chosen as $\lambda = 0.5$ [22,14]. Looking at Fig. 1 neither a regime of $(\Delta^2(t)) \sim t^{3/2}$ nor one of $(\Delta^2(t)) \sim t^{9/2}$ is clearly observed, even though the ratio of outer to inner turbulent length scales, $L_3$, is $10^4$ and therefore unusually large. $(\Delta^2(t))$ is known to heavily depend on the initial separation $\Delta_0$ in kinematic simulations over most of the inertial range when $\Delta_0 < \eta$, even for extremely large values of $L_3 [14,28]$. This strong $\Delta_0$ dependence has now also been observed in laboratory experiment [16]. This dependence therefore interferes with the time dependency and hence masks it. For $\Delta_0 = \eta$, however, we do find $(\Delta^2(t)) \sim t^{3/2}$ over an extended range of scales as reported in Fig. 7.

<table>
<thead>
<tr>
<th>$k_1 = \frac{2 \pi}{L}$</th>
<th>$k_2 = \frac{2 \pi}{L_3}$</th>
<th>$u_{rms}$</th>
<th>$\lambda$</th>
<th>$\Delta t$</th>
<th>$N_K$</th>
<th>$N_R$</th>
<th>$N_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>10000.0</td>
<td>100</td>
<td>1.0</td>
<td>0.5</td>
<td>0.01</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**TABLE I. Run specification for the Richardson pair separation experiment.** $N_K$ is the number of KS flow field realizations and $N_R$ is the number of sample trajectories per realization. The Kolmogorov time scale $t_\eta = (\eta)^{-1/3}$. The turbulent energy dissipation rate $\epsilon$ is determined by Eq. (13).
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FIG. 2. Evolution of particle pair mean-square separation rate with pair separation \( \langle \Delta^2(t) \rangle^{1/2} \). Dependency on initial conditions is significant but less than that for Figs. 1 and 7 and the expected scaling \( \langle \Delta^2(t) \rangle^{2/3} \) is found in the inertial range for both choices of \( \Delta_0 \) (flow parameters are detailed in Table I). The inset depicts the solid curve in the main plot (\( \Delta_0 = 0.1 \eta \)) compensated by \( \Delta^{d/3} \) (lower solid line) and \( \Delta^{2/3} \) (upper dashed line); note that the y axis of the inset figure is linear. Unsteadiness frequency \( \omega_0 = \lambda \sqrt{k_n^2} E(k_n) \).

a constant time step, \( \Delta t = 0.01 \tau_p \), where \( \tau_p \) is the Kolmogorov time scale. Hence \( \Delta t \ll \tau_p \) and we have checked that, in all the cases studied here, it is also at least an order of magnitude smaller than the sweeping time scale \( \frac{\eta}{u_{rms}} \). However, Thomson and Devenish [15] use an adaptive time step of the form

\[
\Delta t = \min \left( C_1 \frac{\min(\Delta, L)}{u_{rms}}, C_2 \left[ \frac{\min(\Delta, L)}{\lambda} \right]^{2/3} \right). \tag{26}
\]

C1 and C2 are constants that are given the values 0.1 and 0.01, respectively, by Ref. [15]. Note that this adaptive time step depends on the instantaneous separation of the particles and so is often larger than the smaller time scales in the flow. Note also that it is adapted to the expected mix of average sweeping and inertial time scales that the argument of Ref. [15] is built on and that it increases, on average with time.

The constant time step is all-resolving and devoid of such adaptive assumptions. We replace our constant time step with this adaptive time step and perform an identical simulation to that specified in Table I. The result is presented in Fig. 4. (Thomson and Devenish [15] addressed the issue concerning the validity of their adaptive time step, albeit inconclusively.)

It is also clear that the adaptive time step underestimates the mean-square separation from quite early on, and that this underestimation becomes particularly severe at times comparable to and larger than \( L/u_{rms} \). The adaptive time step is effectively constant at large scales (comparable to \( L \)) where it scales as \( L/u_{rms} \) and can therefore be unacceptably large. With such a large time step it might not be surprising to find large deviations from the mean-square separation calculated by integrating with a constant all-resolving time step as we do in the case presented here. However, the range of validity of the adaptive time step as a function of the parameters \( C_1 \) and \( C_2 \) on which it depends, integration time, initial separation, unsteadiness parameter \( \lambda \), and other parameters of the velocity field would require a full study of its own and is beyond the scope of this paper. Nevertheless, we can conclude that the adaptive time step chosen in Ref. [15] does not reproduce the correct behavior in the case of Fig. 4 and that it may therefore be responsible for some of the different KS results obtained in Ref. [15] compared with all other kinematic simulation studies, including this one (we guess that in some way the adaptive time step “misses out” the persistent part of the flow; a feature that we explore in the following sections). We therefore can also conclude that KS reproduces Richardson’s law [1] [Eq. (1)]. As discussed by previous authors [14,28], however, the resulting \( t^2 \) dependence of \( \langle \Delta^2 \rangle \) is not so clear due to strong dependence on the initial separation \( \Delta_0 \), which masks the time dependence.

III. TURBULENT PAIR DIFFUSION AND STRAINING STAGNATION POINTS

A. Probability distribution function

Kinematic simulation results do not support the eddy diffusivity approach of Ref. [15], which is based on the idea that the separation of two particles in a flow is an inherently continuous process. However, to describe the mechanism of pair separation in KS we may, perhaps, utilize an alternative view grounded in the notion that it is the spatial distribution of straining stagnation points and the discontinuous series of sudden separation events that such points cause, which facilitates the observed algebraic separation growth [13,22,17,34]. DNS of two-dimensional (2D) inverse cascading turbulence [17] and laboratory experiments in 2D and 3D turbulence [5,6] have produced compelling evidence of pair trajectories which travel together for significant durations and then separate suddenly. We now present a summary of this approach and then use kinematic simulations to interrogate it.

In this approach, fluid element pairs with an initial separation \( \Delta_0 \) will travel together following streamlines at an approximately constant separation until encountering an “event” in the flow where the separation is abruptly increased by a factor \( \rho_{ph} \), that is greater than 1, i.e., \( \Delta = \rho_{ph} \Delta_0 \).
The event can be thought of as a straining stagnation point; such a point in the flow is characterized by rapidly curving, divergent streamlines. Note that a scale, let us call it \(\lambda_{9004}\), is associated with these stagnation points. This scale characterizes the spatial extent over which the curvature of the streamlines ending at or emanating from these stagnation points remains significantly correlated. For a separation event to be likely, \(\lambda_{9004}\) must be comparable to \(\lambda_{9004}\). Since values of \(\lambda_{9004}\) exist over all scales due to the fractal nature of their distribution\[13,22\], this physical picture is very much in the spirit of the locality assumption of Ref.\[1\]. So, after \(n\) encounters with \(n\) stagnation points the separation becomes

\[
\Delta_n = \rho_{ph}^{n} \Delta_0, \tag{27}
\]

where \(\rho_{ph}\) is an actual physical property of the flow.

It is interesting to note that this picture of turbulent pair separations by discontinuous bursts can be formulated in terms of the “exit” time thresholds\[35\] where the average time \(\langle T_p(\Delta) \rangle\) for a particle pair to pass from one threshold to another is determined. These exit times can be re-interpreted to be the average times taken for fluid element pairs with a separation of \(\lambda_{9004}\) to meet straining stagnation points with a characteristic length scale \(\lambda_{9004}\), comparable to, or larger than, \(\lambda_{9004}\) and then suddenly burst to a separation \(\lambda_{9004}\). The average distance between such straining stagnation points is approximately \(n_s^{-1/d(L)}\), where \(n_s\) is the number density of straining stagnation points\[22\] and \(d\) is the Euclidean dimension of the embedding space. According to Refs.\[16,20\]

\[
n_s \left( \frac{L}{\Delta} \right) = C_s L^{-d} \left( \frac{L}{\Delta} \right)^{D_s}, \tag{28}
\]

where \(C_s\) is a dimensionless constant of proportionality, and \(D_s = \frac{d(3-p)}{2}\), where the wave-number energy spectrum is \(E(k) \sim k^{-p}\) (in our present KS, \(d=3\), \(p=\frac{5}{3}\) and \(D_s=2\))\[22\].
Reference [16] makes the assumption that, on average, fluid element pairs move with the rms velocity of the turbulence $u_{rms}$ relative to stagnation points which remain statistically persistent in the flow in an appropriate inertial frame (see Sec. IV for a definition and analysis of this concept). Hence

$$\langle T_{ph}(\Delta) \rangle \sim \frac{n_{s}^{-1/4}(L)}{u_{rms}} \sim \frac{L}{u_{rms}} \left(\frac{\Delta}{L}\right)^{D/d}.$$ \hspace{1cm} (29)

Boffetta et al. [36] use the Richardson PDF equation to derive the exit times. However, Goto and Vassilicos [17] set out to derive a generalized PDF equation from their reinterpreted exit time [Eq. (29)]. They construct an equation for the rate of change of the probability, $Q_{n}(t)$, that a particle pair will be separated by a distance that is between $\Delta_{n}$ and $\Delta_{n+1}$ [see Eq. (27)],

$$\frac{d}{dt} Q_{n} = b_{n-1} Q_{n-1} - b_{n} Q_{n}.$$ \hspace{1cm} (30)

The coefficient $b_{n}$ must be proportional to the inverse of $\langle T_{ph}(\Delta_{n}) \rangle$ hence from Eq. (29)

$$b_{n} = B u_{rms} \left(\frac{\Delta_{n}}{L}\right)^{-g},$$ \hspace{1cm} (31)

where $g = \frac{D_{s}}{2}$ and $B$ is a dimensionless constant independent of $\Delta_{n}$, $u_{rms}$, and $L$. Goto and Vassilicos [17] show that $B$ depends on the proportionality constant $C_{r}$.

The relationship with the PDF of the pair separation is

$$Q_{n}(t) = a \Delta_{n} P(\Delta_{n}, t),$$ \hspace{1cm} (32)

where $a = \ln \rho_{ph}$. Goto and Vassilicos [17] argue that as long as the change in $Q_{n}(t)$ is small with the change in $n$ than a Taylor expansion up to the second order is appropriate:

$$\frac{dP}{dt} = -B \alpha \frac{\partial}{\partial \Delta} \left(\frac{\Delta^{1-g} P}{B g^{g+1}}\right) + \frac{B a^{2}}{2} \frac{\partial}{\partial \Delta} \left(\frac{\Delta^{2}}{g} \frac{\partial}{\partial \Delta} \left(\frac{\Delta^{1-g} P}{B g^{g+1}}\right)\right).$$ \hspace{1cm} (33)

Imposing the initial condition of a vanishingly small separation and with some work, the solution of this equation is reached,

$$P(\Delta_{n}, t) = A t^{-1/g} \left(\frac{\Delta^{1+2/\alpha-1/g}}{B g^{g+1}}\right) \exp \left(-\frac{\Delta^{1/g}}{B g^{g+1}}\right),$$ \hspace{1cm} (34)

where $A(g, \alpha)$ is a normalization factor and $\tilde{B}$ replaces $\frac{B a^{2}}{2}$.

This solution reduces to the self-similar form,

$$P(\tilde{\Delta}) = A \tilde{\Delta}^{2/\alpha-1+g} \exp \left(-\frac{\tilde{\Delta}^{1/g}}{B g^{g+1}}\right),$$ \hspace{1cm} (35)

where $\tilde{P}(\tilde{\Delta}) = (\Delta^{1/g} P(\Delta^{1} / \Delta^{2})^{1/g}), \tilde{A}(g, \alpha)$ is a normalization factor and

We attempt to fit Eq. (35) [with Eq. (36) taken into account] to PDFs obtained in a kinematic simulation whose flow parameters are detailed in Table II: the initial separation $\Delta_{0}$ is prescribed as $\eta$ and $\frac{\Delta_{0}}{\eta}$ is set to 10$^{3}$ to facilitate faster computations. Following Ref. [20], we fix $g = \frac{D_{s}}{2} = \frac{2}{3}$. The results are shown in Fig. 5. A relatively conventional value of $\alpha$, namely 1.5, is found to fit the data extremely well (leading to $\rho_{ph} = 4.48$ and $\sigma = 1$). This value is some way off the value of $\alpha = \frac{6}{7}$ required for Eq. (33) to exactly coincide with the Richardson PDF equation [1,17]. Nevertheless, KS reproduces the Richardson law, Eq. (1), and agrees with the self-similar collapse and form of the PDF [17] $P(\Delta, t)$. It is now important to investigate whether KS also agrees with the basic premise of this theory, namely, $\langle T_{ph}(\Delta) \rangle = \frac{1}{(2)^{3/2}}$.

### B. Time dependencies of pair separation statistics

In this section we define average travel time which, as we show, can be directly obtained from $P(\Delta, t)$, and then calculate exit times as differences between two average travel times. Taking a PDF approach to the problem, we can say that the probability that a particle pair’s separation $\Delta$ is above a threshold $\Delta_{n}$ at time $t$ is given by

![FIG. 5. Probability distribution functions for particle pair separation $\Delta$. Flow parameters detailed in Table II: initial separation of fluid element pair $\Delta_{0} = \eta$, unsteadiness frequency, $\omega_{0} = \sqrt{\gamma E(k_{0})}$. The solid line is Eq. (35) using the values $\alpha = 1.5, g = \frac{2}{3}$.](036309-7)
\[ \int_{\Delta > \Delta_n} P(\Delta, t)d\Delta. \] (37)

Similarly, the probability that a particle pair’s separation \( \Delta \) is above the threshold \( \Delta_n \) after time \( t+\delta t \) is
\[ \int_{\Delta > \Delta_n} P(\Delta, t+\delta t)d\Delta. \] (38)

The difference between the two probabilities [approximately
\( \delta \int_{\Delta > \Delta_n} P(\Delta, t)d\Delta \) for small enough \( \delta \)] represents the probability
\( p_{\Delta_n}(t)\delta t \) that a pair crosses \( \Delta_n \) from below \( \Delta_n \) between
\( t \) and \( t+\delta t \) minus the probability that the pair crosses \( \Delta_n \) from
above \( \Delta_n \) at the same time. Assuming that the latter probability
is negligible compared to \( p_{\Delta_n}(t)\delta t \) [a reasonable assumption
since \( \langle \Delta^2(t) \rangle \) increases with time], we write
\[ p_{\Delta_n}(t) \approx -\int_{\Delta<\Delta_n} \frac{\partial}{\partial t} P(\Delta, t)d\Delta \] (39)

(a similar formula is given in Ref. [33]). The average travel
time for a particle pair’s separation to reach \( \Delta_n \) at
\( t \) is then given by
\[ \langle t \rangle_{\Delta_n} = \int_0^\infty dt t p_{\Delta_n}(t) \] (40)

so that one might expect
\[ \langle T_{\rho}(\Delta_n) \rangle = \langle t \rangle_{\Delta_n+1} - \langle t \rangle_{\Delta_n}, \] (41)

where \( \Delta_{n+1}=\rho \Delta_n \). Note that if \( \langle t \rangle_{\Delta_n} \) is a power law of \( \Delta_n \),
then \( \langle T_{\rho}(\Delta_n) \rangle \) is the same power law of \( \Delta_n \). Note also that we
can define travel time moments for any power \( m \) as follows:
\[ \langle t^m \rangle_{\Delta_n} = \int_0^\infty dt t^m p_{\Delta_n}(t). \] (42)

Inserting Eq. (33) into Eq. (39) yields
\[ p_{\Delta_n}(t) = B\alpha \Delta_n^{-1/2} P(\Delta_n, t) - B\alpha \lim_{\Delta \to 0} [\Delta^{1-\rho} P(\Delta, t)] \]
\[ - \frac{B\alpha^2}{2} \Delta_n^{1-\rho} \frac{\partial}{\partial \Delta} [\Delta^{1-\rho} P(\Delta, t)] \bigg|_{\Delta=\Delta_n} \]
\[ + \frac{B\alpha^2}{2} \lim_{\Delta \to 0} \frac{\partial}{\partial \Delta} [\Delta^{1-\rho} P(\Delta, t)]. \] (43)

Using the similarity solution for the PDF equation [17] [Eq.
(35)] we evaluate the second and fourth terms, respectively,
finding they scale as \( \Delta^{2-\alpha} \) and \( \Delta^{2-\alpha+\xi} \Delta^{2-\alpha} \) respectively.
Therefore as long as \( \alpha > 1 \) and \( \xi > 1 \) and taking the limit \( \Delta \to 0 \),
both terms are zero. Finally, substituting Eq. (34) into
the two remaining terms we arrive at
\[ p_{\Delta_n}(t) \approx \sim A \exp(-G_0^2 \Delta_n^2) \Delta_n^{2/\alpha} \frac{B\alpha}{2} \Delta_n^{2/\alpha} \sim A \Delta_n^{2/\alpha} \] (44)

Here, to alleviate notation, we use the definition \( \Delta_n = \frac{\Delta_n}{\sigma} \) with
\( \sigma = \langle \Delta^2 \rangle^{1/2}. \)

Since all the time dependency is now contained in the
standard deviation, i.e., \( \sigma = \sigma(t) \), and this can be inverted so that
\( t = t(\sigma) \), we can define a change of variables
\[ \tilde{\sigma}^2 = \frac{\sigma^2}{\Delta_n^2}, \quad d\tilde{\sigma}^2 = 2\frac{\sigma^2}{\Delta_n^2} dt. \] (45)

Substituting Eq. (44) into Eq. (40) and using these changes
in the variables we obtain
\[ \langle t^m \rangle_{\Delta_n} \approx A \Delta_n^{-\epsilon} \int_0^\infty \frac{d\tilde{\sigma}^2}{(d\tilde{\sigma}^2)^2\tilde{\sigma}^2} \exp(-G_0^2 \tilde{\sigma}^2) \]
\[ \times \tilde{t}^m (\tilde{\sigma}^2 \Delta_n^2)^{-2\xi-2/\alpha} \frac{B\alpha^2}{2} \] (46)

where \( m \) is the moment of the travel time. Note that the
scaling of \( \langle t^m \rangle_{\Delta_n} \) on \( \Delta_n \) is independent of \( \alpha = \ln \rho \) if \( t = t(\sigma^2) \) and \( \sigma = \sigma(t) \) are well-defined power laws. In particular,
\( \alpha \) does not have to be equal to \( \alpha_{ph} = \ln \rho_{ph}. \)

Disregarding the constants of proportionality since we are
only interested in the scaling properties of the travel time
moments,
\[ \langle t^m \rangle_{\Delta_n} \approx \Delta_n^{-\epsilon} \int_0^\infty d\tilde{\sigma}^2 F(\tilde{\sigma}^2) \tilde{t}^m (\tilde{\sigma}^2 \Delta_n^2)^{-2\xi-2/\alpha} \] (47)

where
\[ F(\tilde{\sigma}^2) = \tilde{\sigma}^{-2\xi-2/\alpha} \exp(-G_0^2 \tilde{\sigma}^2). \] (48)

Notice that \( \frac{d}{dt} \tilde{\sigma}^2 \approx \tilde{\sigma}^{-2\xi-2/\alpha} \Delta_n^2 \tilde{\sigma} \) and we can now define a function
\( G(\tilde{\sigma}^2) \) that provides a kernel for the integration of the function
\( t(\sigma^2) \) to obtain the travel time moment,
\[ \langle t^m \rangle_{\Delta_n} \approx \int_0^\infty d\tilde{\sigma}^2 G(\tilde{\sigma}^2) \tilde{t}^m (\tilde{\sigma}^2 \Delta_n^2), \] (49)

where
\[ G(\tilde{\sigma}^2) = \frac{F(\tilde{\sigma}^2)}{\tilde{\sigma}^{-2\xi-2/\alpha}} = (\tilde{\sigma}^2)^{-1-\xi/2-2/\alpha} \exp(-G_0^2 (\tilde{\sigma}^2)^{-\xi/2}) \] (50)

and is plotted in Fig. 6.
We can now deduce that if the scaling of $\sigma^2$ is a power law, i.e., $\sigma^2 \sim t^n$, then the travel time moment $\langle t^m \rangle_{\Delta_n}$ should scale as

$$\langle t^m \rangle_{\Delta_n} \sim \Delta_n^{2m/n}$$.

(51)

At this stage we need to verify the validity of the transformation [Eq. (49)] and the kernel [Eq. (50)] as they are based on the PDF equation of Ref. [16] and on the assumption that fluid element pairs cross thresholds $\Delta_n$ from below much more often than from above. We convolve the two functions $G(\sigma^2)$ and $t^m(\sigma^2, \Delta_n^2)$ to obtain $\langle t^m \rangle_{\Delta_n}$ and compare the result with travel times directly calculated for both $m=1$ and $m=-1$. Use of Eq. (49) requires knowledge of $t(\sigma^2)$, which we plot in Fig. 7 using flow parameters identical to those used to produce Fig. 5. We define the scale factor of the convolution as $\Delta_n = \rho \Delta_0$. In this definition one can try any value $\rho > 1$, where $\rho$ is not necessarily the physical multiplicative constant $\rho_{ph}=4.48$ of the straining stagnation point model described in the previous section. To aid faster computations we set the multiplicative factor $\rho$ to 1.2 [37]. This does not preclude the possibility that the characteristic size of the multiplicative jump may, indeed, be a physical property of the flow (i.e., $\rho_{ph}$) since we have seen that the travel time scaling is independent of $\alpha = \ln \rho$ [Eq. (46)]. The results are shown in Fig. 8.

It is clear that the data produced by the convolution [Eq. (49)] are in good agreement with the directly determined travel times [the convolution data is truncated due to the lack of data for the long time $\sigma^2$ values needed for the limits of the integration of Eq. (49)] except at very small times where the neglect of initial conditions in Eq. (49) is evident. We also observe a Richardson-like scaling of $t(\sigma^2)^{1/3}$ over two decades of $\sigma^2$ in Fig. 7 as well as the corresponding power law, $\langle t^m \rangle_{\Delta_n} \sim \Delta_n^{2m/3}$ for $m = \pm 1$ in Fig. 8, confirming that the Richardson power-law scaling is valid. However, it is also noticeable that the power law $\langle t^m \rangle_{\Delta_n} \sim \Delta_n^{2m/3}$ is observed for a significantly smaller range than in Fig. 7. This is perhaps to be expected if we consider that the kernel [Eq. (50)] is non-zero only in the range $10^{-2} \leq \sigma^2 \leq 10^1$. So, if $G(\sigma^2)$ is convoluted with $t(\sigma^2)$ which has a power law, $t \sim \sigma^3$, valid in the range $\sigma_{min} < \sigma < \sigma_{max}$, then the power law for the travel time, $\langle t^m \rangle_{\Delta_n} \sim \Delta_n^{2m/3}$, will only be valid in the smaller range $\sigma_{min} / \Delta_0 < \Delta_n < \sigma_{max} / \Delta_0$.

From Eq. (41) and setting $m=1$ in Eq. (51) the exit time scales in the same way as $\langle t \rangle_{\Delta_n}$, i.e.,

$$\langle T_{\rho}(\Delta) \rangle \sim \Delta_n^{\alpha/\nu}$$.

(52)

We present results for the exit times $\langle T_{\rho}(\Delta) \rangle$ in Fig. 9 using identical flow parameters as those used to produce the travel times in Fig. 8. We use the definition of Ref. [32], that $\langle T_{\rho}(\Delta) \rangle$ is the average time required for fluid element pair
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FIG. 7. Scaling of $\sigma^2/L^2$ as a function of $\sigma_0^2$. Values of $\sigma^2$ are determined from PDFs of the separation of particle pairs at arbitrary times in a kinematic simulation used to produce Fig. 5 (i.e., $\Delta_n = \eta$ and Table II). The solid line depicts the expected power law scaling, $t \sim (\sigma^2)^{1/3}$, which is observed for approximately two decades.
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FIG. 8. Average travel time for a particle pair to separate from $\Delta_0$ at $t=0$ to $\Delta_n$. Initial conditions ($\Delta_0 = \eta$) and flow parameters are identical as those used to produce Fig. 5. Plots are for (a) $m=1$; (b) $m=-1$. Curves are tending towards a scaling of $\langle t^m \rangle_{\Delta_n} \sim \Delta_n^{2m/3}$, where $\nu = \frac{5}{3}$. Data determined from Eq. (49) agree with the directly calculated values.
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FIG. 9. Average exit times ($T_{\rho}(\Delta)$) for a fluid element pair to separate from one specified threshold $\Delta_n$ to another $\rho \Delta_n$. Flow parameters are detailed in Table II; $\Delta_0 = \eta$. No inertial-range power law corresponding to $g = \frac{5}{3}$ is observed for either $\omega_n = \lambda \sqrt{b \rho E(k_n)}$ or $\omega_n = \lambda u_{rms} k_n$. $g = \frac{5}{3}$ provides a better approximation.
separations to grow $\Delta$ to $\rho\Delta$. We also use the two forms of time dependency to check in three-dimensional KS the assertion made by Ref. [13], for a two-dimensional form of the model, that the form of the time dependency does not significantly effect the scaling properties of pair dispersion. The first formulation is specified in Eq. (14) and the second in Eq. (15) and represents each scale of motion being swept by a single average velocity $u_{rms}$. Clearly the assumption of an average velocity neglects both the time dependency of the large-scale sweeping velocities and their direction. However, on average, this formulation, although incomplete and inaccurate, has been shown to go some way in representing the sweeping of the small-scale eddies by the large energy-containing ones [26].

It is clear from Fig. 9 that no regime of $\langle T_p(\Delta) \rangle \sim \Delta^{2/3}$ is observed; indeed one of $\langle T_p(\Delta) \rangle \sim \Delta^{4/9}$ might be a better fit. Considering that in this study we have shown the validity in kinematic simulation of Eq. (1) in Figs. 2 and 7, a tendency towards Richardson scaling in Fig. 8, and the validity of the PDF form [Eq. (35)] in Fig. 5, which implies $\gamma = \frac{2}{3} = 3$, it is puzzling that the exit time diagnostic would not reveal signs of the same behavior. However, due to computational limitations, we have used a value of $\rho=1.2$ that is much smaller than the physical one, $\rho_{ph}=4.48$, that is supported by KS. In the context of the theory of Ref. [17], one might expect this diagnostic to reveal Richardson behavior most clearly when $\rho=\rho_{ph}$. It might be the case that the argument of Ref. [15] applies for a restricted range of early times and small separations (which can best be captured by the exit time diagnostic for small values of $\rho$) before Richardson behavior emerges. We leave the resolution of this puzzle for future study as clarifying scaling ranges will require much higher values of $\rho$. Such higher values are also required to accommodate the broader range of values of $\rho$ needed, including $\rho_{ph}$. It is interesting to note that fluid element pair statistics obtained by Ref. [37] using DNS of isotropic turbulence exhibit much clearer Richardson scaling in the exit time statistics than in the direct pair separation statistics. We leave this issue for related future study as well.

IV. STATISTICAL PERSISTENCE HYPOTHESIS

In the previous section we presented evidence confirming Richardson scalings in kinematic simulation and showing that pair separation growth in KS is consistent with the picture where pairs travel together for a significant time and then separate suddenly when they encounter straining stagnation points in the turbulent flow. In this section we consider the conditions required for the validity of such a picture.

A. Stagnation point velocities

Since turbulence is a time dependent flow, stagnation points clearly do not remain stationary. Furthermore, they are not Galilean invariant. The underlying assumption in Refs. [17,22] is that there exists some frame of reference $F_0$ where the velocity streamline structure of the turbulence and hence the position of the stagnation points within that structure is, in some statistical sense, persistent. Goto and Vassilicos [17] call this the statistical persistence hypothesis (SPH), a concept which implies that stagnation points in frame $F_0$ can leave their imprint on pair diffusion statistics, leading, for example, to a PDF equation such as Eq. (33).

In any frame $F$ the fluid velocity $u_i(x,t)$ vanishes at a stagnation point that has a position $x=s(t)$. This condition remains for as long as the stagnation point exists so that

$$\frac{d}{dt}u_i(s,t) = 0. \quad (53)$$

Therefore we can define a velocity $V_s \equiv \frac{ds}{dt}(t)$ that describes the motion of the stagnation point, and

$$\frac{\partial u_i(s,t)}{\partial t} = - V_s \cdot \nabla u_i. \quad (54)$$

By definition, the fluid acceleration is

$$a_i = \frac{\partial u_i}{\partial t} + u \cdot \nabla u_i$$

and at $x(t)=s(t)$ where $u_i=0$, it therefore follows from Eqs. (54) and (55) that

$$a_i = - V_s \cdot \nabla u_i. \quad (56)$$

This relation is kinematic and valid in any frame of reference $F$. The solution of Eq. (56) is given via Cramer’s rule,

$$V_s = - \left[ \frac{\det(a, \partial_1 u, \partial_2 u), \det(\partial_1 u, \partial_3 u), \det(\partial_2 u, \partial_1 u)}{\det(\partial_1 u, \partial_2 u, \partial_3 u)} \right]. \quad (57)$$

where $\partial_j \equiv \frac{\partial}{\partial x_j}$. This allows us to forgo the complicated process of not only finding a stagnation point in the flow but then following it in a Lagrangian sense through a time-dependent flow field. Indeed, only a snapshot of the flow field is necessary to determine the stagnation point velocities with Eq. (57).

From Eq. (56) it follows that the root-mean-square values of the acceleration and stagnation point velocity are related by

$$a’ \sim V_s’ \frac{u_{rms}}{\eta} \quad (58)$$

since we expect the spatial derivative of the velocity to be dominated by the smallest scales (any dashed quantity in the remainder of the paper will denote an rms quantity although we keep $u_{rms}$ instead of $u’$ for consistency with the rest of this study). In Eq. (58), $a’$ is calculated by averaging over all stagnation points in frame $F$ and is therefore equal to the root-mean-square $a’$ of the local acceleration $a_i \equiv \frac{\partial}{\partial t}u$ (we also define the convective acceleration $a_i = u \cdot \nabla u$). Later in this section we verify in kinematic simulation the validity of Eq. (58) with $a’$ replaced by $a’_i$ and also test whether Eq. (58) remains valid if $a’$ is calculated by averaging over the entire flow. If we assume the small scale velocity scaling [4]

$$u_{\eta} \sim (\eta)\frac{1}{\eta^{1/3}}$$

and the associated scaling $e \sim \frac{u_{rms}}{E}$, then
\[ \frac{L_{a_i}}{u_{rms}} \sim \left( \frac{V'}{u_{rms}} \right) \left( \frac{L}{\eta} \right)^{2/3}, \]

where the acceleration variance has been normalized with the large scales.

In KS homogeneous isotropic turbulence where large scale sweeping of small scales is absent, we might expect Kolmogorov scaling for \( a_i \), i.e. \( a_i \sim \frac{V}{\eta} \), which implies

\[ \frac{L_{a_i}}{u_{rms}} \sim \left( \frac{L}{\eta} \right)^{1/3}. \]

It then follows that

\[ \frac{V'}{u_{rms}} \sim \left( \frac{L}{\eta} \right)^{-1/3}. \]

The negative scaling of \( \frac{V'}{u_{rms}} \) implies that, in a statistical sense, the movement of the stagnation points becomes less significant when compared with the movement of the fluid elements of the flow (i.e., the movement characterized by \( u_{rms} \)) as the Reynolds number increases. In this way, the stagnation points become more persistent in time and space allowing the fluid element pairs to “feel” the imprint of this coherent (persistent) stagnation point structure on their statistics. DNS experiments [38,18] agree with the concept of increasing stagnation point persistence as both studies report \( \frac{L_{a_i}}{u_{rms}} \sim \left( \frac{L}{\eta} \right)^{1/2} \) which may be some way from the scaling predicted by application of Ref. [4] but is consistent with the DNS result [18] \( \frac{V'}{u_{rms}} \sim \left( \frac{L}{\eta} \right)^{-1/6} \) which also implies increasing stagnation point persistence with increasing Reynolds number.

**B. Persistence of stagnation points in kinematic simulation**

Of course the persistence of these stagnation points and the statistical persistence hypothesis can only be established if a frame exists where \( \langle V_s \rangle \) (the averaging operation \( \langle \cdots \rangle \) is taken over all stagnation points in the relevant frame of reference) is small enough (ideally zero). It is in such a frame that we can argue that persistence of stagnation points increases as \( L^{\frac{q}{2}} \) increases on account of

\[ \frac{V_s'}{u_{rms}} \sim \left( \frac{L}{\eta} \right)^{\frac{q}{2}}, \]

with \( q < 0 \) (\( q = -\frac{1}{3} \) for Ref. [4], \( q = -\frac{1}{12} \) for current DNS). DNS evidence [18] suggests that \( \langle V_s \rangle = 0 \) is the frame \( F_0 \) where the mean flow is zero, i.e., where \( \langle u \rangle = 0 \) (the averaging operation \( \langle \cdots \rangle \) is taken over all space or, equivalently, over all realizations since the turbulence is considered homogeneous). The DNS evidence [18] also suggests that \( F_0 \) is the only frame where \( \langle V_s \rangle = 0 \), and that \( \langle V_s' \rangle \) is, in general, proportional to the relative velocity between any frame \( F \) and frame \( F_0 \).

Figure 10 presents examples of PDFs of \( V_s \) in frame \( F_0 \) obtained by kinematic simulations with flow parameters detailed in Table III over a wide range of inertial-range extent and with a variety of time-dependency formulations. Sampling took place over a fixed volume \( L_V^3 \) where \( L_V \) is the largest scale involved in the largest inertial range simulated. Each simulation consisted of \( 5 \times 10^6 \) random initial starting points for a Newton-Raphson algorithm searching for the stagnation points hence leading to an average distance between starting points of approximately \( 6 \eta \). Many realizations of the flow field were used so that the wave-vector orientations have an approximately uniform distribution \( (N_{Rk} \sim 1 \times 10^6) \). Clearly, Fig. 10 shows that the assumption that \( \langle V_s \rangle = 0 \) over the flow domain in \( F_0 \) is a valid one. Note that when \( \lambda = 0 \) then \( V_s = 0 \) at all stagnation points in \( F_0 \) because \( \frac{\partial u}{\partial \tau} = 0 \).

The SPH claims that there is a frame where the persistence is maximized. To investigate the behavior of the stagnation points in other frames of reference \( F \) we investigate the average accelerations conditional on the velocity \( U \) of the reference frame with respect to \( F_0 \). With acceleration being Galilean invariant, accelerations at stagnation points in \( F \) are the same as accelerations at points where \( u = U \) in \( F_0 \). Hence average accelerations conditional on \( u = U \) in \( F_0 \), \( \langle a_i | u \rangle \), are equal to \( -\langle V_s \cdot \nabla u \rangle \), where the average is taken over all stagnation points in frame \( F \). Kinematic simulations for \( \frac{L}{\eta} = 10, 100, 1000 \) with persistence parameters \( \lambda = 0, 0.5, 5.0 \) using the time-dependency formulations from Eqs. (14) and (15) all lead to \( \langle a_i | u \rangle = 0 \) for any \( u \). This implies that in any frame \( F \) \( \langle V_s \cdot \nabla u \rangle = 0 \) and therefore \( V_s \) and \( \nabla u \) are uncorrelated in KS.

These results, and in particular the result \( \langle a_i | u \rangle = 0 \) which underpins them, are perhaps to be expected when one considers

**TABLE III. Run specification for stagnation point velocity ex-**

<table>
<thead>
<tr>
<th>( k_{\eta} = \frac{2\pi}{\eta} (2 \pi \ m^{-1}) )</th>
<th>( N_k )</th>
<th>( u_{rms} ) (m s(^{-1}))</th>
<th>( N_R )</th>
<th>( N_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000.0</td>
<td>100</td>
<td>1.0</td>
<td>10000</td>
<td>500</td>
</tr>
</tbody>
</table>
The results for the scalings of the root-mean-square values of the local and convective accelerations, respectively, $a_l^{rms}$ (averages taken over all space generate same scaling as averages taken over stagnation points only) and $a_c^{rms}$ (averages taken over all space) can be seen in Fig. 12. The first point of interest in the figure is that the scaling of the rms convective acceleration component is

$$L a_c^{rms} \sim \left( \frac{L}{\eta} \right)^{2-p}$$

regardless of the time dependency of the turbulent field [see Fig. 12(b)]. This can be understood as it follows from $a_c^{rms} \sim u^{+2}$ which holds in KS because of its lack of sweeping.

In contrast, the rms of the local acceleration $a_l^{rms}$ depends very much on the formulation of $\omega_n(k)$, since it scales as

$$L a_l^{rms} \sim \left( \frac{L}{\eta} \right)^{2-p}$$

when the unsteadiness frequency is determined by Eq. (14) yet scales in an identical way to the convective component, i.e.,
when Eq. (15) is used.

As a result it is the relative strength of the local component to the convective component, $d_\ell^c / d_\ell^l$, that ultimately determines the scaling of $a'^2 = a_\ell^2 + a_\ell^c$ in KS. It is clear from Figs. 12 and 13 that $a_\ell^c$ dominates $a_\ell^l$ when $\omega_n \sim k_0^{-5/3}$ and $\lambda = 0.5$ even at modest values of $L/\eta$. However, when $\lambda = 5.0$, $a_\ell^c$ does not begin to dominate $a_\ell^l$ until $L/\eta > 10^3$, which explains the deviation of the total acceleration variance from a scaling of $L a_\ell^l / u_{rms} \sim (L/\eta)^{(3-p)/2}$ towards a more Kolmogorov-like scaling for $L/\eta \approx 10^3$ in Fig. 14 where we plot the scaling of the total acceleration variances (obtained from averages over the entire flow) for various values of the imposed energy spectrum exponent $p$ and both models of unsteadiness frequency $\omega_n$.

The common flow parameters are detailed in Table IV. Clearly, the scaling $L a_\ell^l / u_{rms} \sim (L/\eta)^{(3-p)/2}$ is observed rather than of the Kolmogorov-type scaling, $L a_\ell^c / u_{rms} \sim (L/\eta)^2$ for all the simulations except for a deviation at values of $L/\eta \approx 10^3$ when $\omega_n = 5.0 \sqrt{k_0^3 E(k_0)}$.

Direct numerical simulation of isotropic turbulence [39] have shown that $a_\ell$ and the solenoidal part of $a_\ell$ are approximately equal but antialigned in $F_0$. Referring to Figs. 12 and 13 it is clear that no such tendency exists in kinematic simulation since $a' \approx a_\ell^c$. This adds to the argument above regarding the lack of dynamics in kinematic simulation, but also suggests that Kolmogorov scaling of $a'$ seems to be closely related to the antialignment of $a_\ell$ and the solenoidal part of $a_\ell$.

D. Statistical persistence

We directly determine the scaling of $V_s^2$ using flow parameters in Table III and Fig. 15 depicts the behavior with increasing $L/\eta$.

It is clear from Fig. 15 that in the cases where the pseudosweeping time dependency [Eq. (15)] is implemented in kinematic simulation, the scaling agrees with Eqs. (63) and (67) i.e., $q = 0$ and $V_s^2 / u_{rms}^2 = c$ where $c$ is a dimensionless constant dependent on, and in fact increasing with, $\lambda$. When it is Eq. (14) that is used to determine the time dependency of KS, the results seem to indicate that $q$ takes to the Kolmogorov value, $q = -1/3$ in agreement with Eqs. (63) and (66). Let us make the important point that with $q = 0$ in our KS, the statistical persistence of stagnation points is measured by $c$ and is a direct reflection of the persistence parameter as $c \approx \lambda$. In spite of $q$ being different from the Kolmogorov value $q = -1/3$, Richardson scalings are observed in kinematic simulation (as reported in this paper) only for small values of $\lambda$ [13,22], thus confirming the view that Richardson scaling requires some statistical persistence of stagnation points to be realized [17].

In investigating the source of the scalings found in Fig. 15, we can make a relatively trivial observation for the case where $\omega_n(k_n) = \lambda u_{rms} k_n$. In these simulations the velocity stagnation points move with the large scale velocity (and not relative to each other) so that

$$V_s' \sim \frac{\omega_n(k_n)}{k_n} \sim \lambda u_{rms}.$$  \hfill (68)

Therefore the scaling does not depend on the length scale and $c$ is proportional to $\lambda$ as we indeed observe (see Fig. 15).
For small enough values of $\lambda$, the proportionality constant $c(\lambda) < 1.0$, thus supporting SPH in kinematic simulation with $\omega_n(k_n) = \lambda u_{rms} k_n$ for small values of $\lambda$, i.e., that the motion of the stagnation points is statistically insignificant compared to the characteristic motion of the fluid. If we apply the same reasoning to the simulations where $\omega_n = \lambda \sqrt{k_n E(\alpha_n)}$, even though the modes may be moving in complex ways relative to each other, we find that the rms velocity of stagnation points related to length scales $\frac{2\pi}{k_n}$ is given by $\frac{v_{rms}}{k_n} \sim k_n^{1/3}$. It is therefore reasonable to expect that $V_{\parallel}$ (where all stagnation points are taken into account) is dominated by $k_n = \frac{2\pi}{\eta}$, and therefore

$$\frac{V_{\parallel}}{u_{rms}} \sim \left(\frac{L}{\eta}\right)^{-1/3}.$$  (69)

This scaling is also observed in our KS (see Fig. 15) and supports SPH in kinematic simulation with $\omega_n(k_n) = \lambda \sqrt{k_n E(\alpha_n)}$. 

**E. Lifetime of stagnation points**

The lifetime of stagnation points is also crucial to the statistical persistence hypothesis. For the theory to be valid, not only must the stagnation points become more persistent in space as the Reynolds number increases, but they must also be persistent in time, i.e., they must exist for long enough times. The lifetime of stagnation points must be determined by the time that it takes for one stagnation point to meet another, since such a meeting seems to be the only mechanism by which stagnation points can be destroyed.

Any stagnation point can be thought of as having a “sphere of influence” surrounding them which is defined by a characteristic length $\Delta_{ssp}$ over which the curvature of the streamlines that emanate from it remain correlated. From Eq. (28) (in the case $p = \frac{5}{3}$, $D_s = 2$, and $d = 3$), the average distance separating two stagnation points associated with the length scale $\Delta_{ssp}$ is

$$\left[ n_1 \left( \frac{L}{\Delta_{ssp}} \right) \right]^{-1/d} \sim L \left( \frac{\Delta_{ssp}}{L} \right)^{2/3}.$$  (70)

We can therefore calculate a time $t_{ssp}(\Delta_{ssp})$ for stagnation points of size $\Delta_{ssp}$ approaching each other head-on as the ratio of the average distance given by Eq. (70) to the characteristic velocity of such stagnation points, i.e.,

$$t_{ssp}(\Delta_{ssp}) = \frac{n_1 \left( \frac{L}{\Delta_{ssp}} \right)}{u_{rms} \left( \frac{\Delta_{ssp}}{L} \right)^{1/3}}.$$  (71)

However, most of the time stagnation points will miss each other, so the average lifetime of stagnation points must also involve the probability that stagnation points may collide. This probability $p(\Delta_{ssp})$ is proportional to $\left( \frac{\Delta_{ssp}}{L} \right)^d n_1 \left( \frac{\Delta_{ssp}}{L} \right)$, which scales as $\left( \frac{\Delta_{ssp}}{L} \right)^{-2}$. In the present case ($d = 3$, $D_s = 2$).

The average lifetime of a stagnation point is

$$T_{ssp} = \int_{y_f L}^{1} t_{ssp}(\Delta_{ssp}) p(\Delta_{ssp}) \frac{\Delta_{ssp}}{L} d \left( \frac{\Delta_{ssp}}{L} \right).$$  (72)

Substituting into Eq. (72),

$$T_{ssp} \sim \int_{y_f L}^{1} \frac{L}{u_{rms}} \left( \frac{\Delta_{ssp}}{L} \right)^{1/3} \left( \frac{\Delta_{ssp}}{L} \right) d \left( \frac{\Delta_{ssp}}{L} \right),$$  (73)

and integrating we finally arrive at the average lifetime of a stagnation point,

$$T_{ssp} \sim \frac{L}{u_{rms}}.$$  (74)

That stagnation points essentially last as long as the flow realization (if we think of a new realization of the field starting at $u_{rms}$ intervals) is entirely consistent with the notion that the persistent-in-space (and now -in-time) stagnation point
field is distributed in such a way that determines the scaling of the mean-square separation to be of the Richardson form as the Reynolds number increases.

V. SUMMARY AND CONCLUSIONS

The fundamental process of the behavior of two fluid elements separating in a kinematically simulated field has been investigated. Initially, direct calculations of the separation statistics are studied. Later, an approach based on the streamline topology of the turbulent flow field [13,17,22] is used.

Following from the uncertainty of previous studies [13,14,15] as to kinematic simulation’s ability to reproduce the temporal scaling of the fluid element pair’s separation, \( \langle \Delta^2(t) \rangle \sim t^3 \), predicted by Ref. [1], we determine that the temporal scaling for an initial separation \( \Delta_0 \) significantly smaller than \( \eta \) in our KS to be neither Richardson-like nor as predicted by Ref. [15] based on arguments citing the lack of small-scale eddy advection in kinematic simulation. We follow the advice of Ref. [14] and directly determine the mean diffusivity, \( \frac{d}{dt} \langle \Delta^2(t) \rangle \), to minimize the effects of the initial conditions. We find that KS does, indeed, reproduce Richardson’s diffusion prediction \( \frac{d}{dt} \langle \Delta^2(t) \rangle \sim \Delta^{4/3} \) over a wide range of scales and with much less dependence on \( \Delta_0 \), and not the diffusivity predicted by Ref. [15] of \( \frac{d}{dt} \langle \Delta^2(t) \rangle \sim \Delta^{14/9} \). Furthermore, we show that the adaptive integration step time used by Thomson and Devenish [15] favors the temporal scaling \( \langle \Delta^2(t) \rangle \sim t^{9/2} \).

The validity in kinematic simulation of the generalized self-similar solution to the PDF equation of the pair separation [17], \( \tilde{P}(\tilde{\Delta}) \), derived from the concept of velocity stagnation points [13,22] is tested. Good agreement is found in the case where its variance \( \sigma^2 \) obeys Richardson scaling.

The time dependencies of the pair separation statistics are investigated. We establish a relationship between the average travel time \( \langle t^m \rangle_{\Delta_0} \) of a pair’s separation to a threshold \( \Delta_n \) and the inverse function of the temporal evolution of the rms separation \( t(\sigma^2) \). This relationship shows good agreement with directly calculated values. The function \( t(\sigma^2) \) can be made to scale in a Richardson-like fashion for approximately two decades with a careful choice of the initial separation, \( \Delta_0 = \eta \). This is in contrast to the choice of \( \Delta_0 \) (significantly smaller than \( \eta \)) when determining \( \langle \Delta^2(t) \rangle \), which led to anomalous scaling. We show that due to the nature of the finite range of the integration kernel \( G(\sigma^2) \), the travel times \( \langle t^m \rangle_{\Delta_0} \) exhibit very short ranges of Richardson power law behavior. The exit times \( \langle T(\Delta_0) \rangle \) are shown to exhibit power-law behavior different to Richardson scaling.

The concept of straining stagnation points is explored further and a mathematical formulation of the statistical persistence hypothesis [17] (SPH) is introduced using exact kinematic relations (see also Ref. [17]). We show that in KS, in the frame \( F_0 \) where the mean-fluid velocity is zero, the persistence of straining stagnation points is maximized and SPH is valid. In further testing the validity of the SPH in kinematic simulation, we find that the total acceleration variance scales as \( \frac{\overline{a}_n^2}{u_{rms}^2} \sim \left( \frac{\eta}{\nu} \right)^{3-p/2} \) rather than \( \frac{\overline{a}_n^2}{u_{rms}^2} \sim \left( \frac{\eta}{\nu} \right)^{2-p} \) [for \( E(k) \sim k^{-p} \)] except in the case where \( \omega_n = 5.0 \sqrt{k_n^a E(k_n)} \) and \( \frac{\eta}{\nu} \approx 10^2 \). By splitting the acceleration variance into local \( a' \) and convective \( a'' \) components we find that the single case of deviation from \( \frac{\overline{a}_n^2}{u_{rms}^2} \sim \left( \frac{\eta}{\nu} \right)^{(3-p)/2} \) at moderate values of \( \frac{\eta}{\nu} \) is caused by the local component of the acceleration \( a' \) which scales à la Kolmogorov when \( \omega_n \sim \sqrt{k_n^a E(k_n)} \), dominating the convective component \( a'' \), which always scales as \( \frac{\overline{a}_n^2}{u_{rms}^2} \sim \left( \frac{\eta}{\nu} \right)^{(3-p)/2} \). We show that for small values of \( \lambda \) the reverse is true and when \( \omega_n \sim \sqrt{k_n^a E(k_n)} \) both components scale as \( \frac{\overline{a}_n^2}{u_{rms}^2} \sim \left( \frac{\eta}{\nu} \right)^{(3-p)/2} \). Finally, we present an argument which shows that the mean lifetime of stagnation points scales with the integral time scale of the turbulence.
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