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Abstract

We consider tunnel ionization of an atom or molecule in a strong field within an analytical treatment of the $R$-matrix method, in which an imaginary boundary is set up inside the classically forbidden region that acts as a source of ionized electrons. These electrons are then propagated in the semiclassical approximation, and relying on a numerical solution of the inner region, which is accessible using quantum chemical techniques, we describe the subsequent evolution of the ionized electron and the ionic core.

Importantly, we show that correlation interactions between the ionized electrons and those left behind in the core can play a role during ionization, and that interactions can occur while the electron is still inside the classically forbidden region that enable tunnelling from channels normally subject to far greater exponential suppression since they are subject to higher and wider tunnelling barriers.

This interaction can be described analytically using saddle-point methods that find the dominant contributions to the temporal, spatial and momentum integrals that make up the expressions for the ionization yield. However, these methods yield results for the angular distributions of the ionized electron that do not necessarily match experiment and which yield physically unsatisfactory solutions.

In this report we develop a formalism to evaluate these integrals exactly, which yields more precise calculations of the angular distributions while at the same time providing the language, in terms of exchange of angular momentum, with which to understand their origins and their differences from previous cases, thus giving an insight into the fundamental physics of the correlation interaction process.
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1 Introduction

This report considers the ionization of an atom or a molecule subjected to a strong laser pulse in the tunnel regime, within the formalism developed by Torlina, Smirnova, Walters, Ivanov and coworkers [1, 2].

In particular, we do an analytical version of the $R$-matrix method wherein an imaginary boundary inside the classically forbidden region acts as a source for the ionized electrons, which are then propagated using a semiclassical trajectory-based approach that expresses the results as time integrals over the classical trajectories of the corresponding classical problem. These integrals are then evaluated using the saddle-point method by shifting the contour of integration into the complex plane, which yields a physically clear picture of ionization times.

In addition to this, Torlina, Smirnova et al. consider the possibility of interaction between the ionized electron and those that make up the ionic core, by treating the full Coulomb interaction, as a perturbation on the self-consistent field used to propagate the outgoing electronic trajectories. This formalism then asks for matrix elements of the Coulomb interaction between the different relevant states, which are easily formulated as spatial and momentum integrals over the relevant states; these integrals can then be approximated using the saddle-point method to give definite predictions.

However, these predictions do not quite match the angular distributions observed in experiment, and they specifically predict a lack of momentum transfer during the interaction, which is physically unsatisfactory.

This work presents an alternative to the saddle-point method, which works by using a suitable decomposition of the initial state and the correlation interaction potential into functions with well-defined multipolarity, and then exactly evaluating these integrals in the transverse directions – while keeping the saddle-point approximation in the parallel direction – to get a full, exact calculation of the angular distribution, to which suitable approximations can then be applied.

We begin with an exposition of the method used by Torlina, Smirnova et al. in chapter 2, up to general expressions for the wavefunctions corresponding to direct tunnelling and ionization through a correlation interaction. We then solve the direct tunnelling case in chapter 3, obtaining the results of Torlina et al. for hydrogenic initial orbitals while including a detour to obtain abstract expressions valid for any initial orbital.

Chapter 4 treats the perturbed wavefunction, with an account of the general formalism in section 4.1 and a brief recount of the saddle-point method in section 4.1. Section 4.3 then contains the exact calculation of the transverse integrals and finishes with a simple
application to the ionization of carbon dioxide.

The author thanks Misha Ivanov, Lisa Torlina, Olga Smirnova, Jon Marangos, and Silvia Alatorre, for valuable discussions and help during the preparation of this report, and acknowledges the valuable funding of the National Council of Science and Technology (CONACYT) and the Secretary of Public Education (SEP).

This version contains revisions not present in the “official” version submitted on 21 September 2012. These are mostly corrections in style and format, some added references suggested by the independent assessor, and corrections of some errors. In particular, a sign error of $(-1)^{m+\mu}$ in the previous version has now been corrected.
2 Preliminaries

In this chapter we will lay the ground-work, as developed in references [1, 2] by Torlina, Smirnova, Walters and Ivanov, with which we will treat ionization problems as discussed in the Introduction. We will therefore start with an account of the general formalism in which this calculation is inscribed, generally known as analytical $R$-matrix theory.

2.1 Analytical $R$-Matrix Theory

The theory of the $R$ matrix is a method born in the numerical analysis of multi-electron scattering and which has recently seen wide use in the numerical treatment of strong-field ionization problems. Our use of the formalism in an analytical setting represents an attempt to make physical sense of the results and to build an intuitive picture of the ionization process while retaining an appropriate description of the main qualitative features seen in numerical and experimental results.

Applications of $R$-matrix theory to strong-field physics were developed to meet with appropriate approximations the exacting demands of strong-field phenomena on numerical analysis: the high energies involved require the use of a very fine grid, asymptotics often require a large spatial extent, full three-dimensional calculations are often required for each active electron and, most importantly, nonnegligible electron-electron interaction and exchange induces a catastrophic scaling on the dimension of the relevant Hilbert space. These characteristics, when combined, quickly make detailed calculations impossible. This is made worse in strong-field ionization by the fact that the two competing influences on the ionized electron, the ionic potential and the laser pulse, are often of the same order of magnitude, so that neither can be treated as a perturbation.

To counter that, $R$-matrix theory uses a simple idea: the relative strength of these two effects has a strong spatial dependence, and in particular the effect of the ionic potential, as well as electron-electron interaction and exchange, can be safely ignored (or treated as a perturbation) when the ionized electron is sufficiently far away from the core. To exploit this, an imaginary spherical boundary of radius $a$ is drawn well inside the classically forbidden region. Within this region the atomic and molecular hamiltonian must be solved numerically, including all relevant perturbations; outside it the laser hamiltonian can be solved exactly and the ionic potential can be treated as a perturbation.

To put this in a more precise footing, we consider the evolutions on either side of the imaginary boundary as separate problems linked by continuity conditions at the edge. This poses somewhat of a problem, because when restricted to limited regions of space
the kinetic energy operator, $\hat{T} = \frac{1}{2} \nabla^2$, ceases to be hermitian. This change is due to the fact that the boundary terms in the usual integration-by-parts spiel do not now vanish:

$$0 = \int_{\text{in}} dr \psi_1^* (r) \left( \hat{T} \psi_2 (r) \right) - \int_{\text{in}} dr \left( \hat{T} \psi_1 (r) \right)^* \psi_2 (r)$$

$$= \frac{1}{2} \int d\Omega \int_0^a r^2 dr \left[ \psi_1^* (r) \frac{1}{r} \frac{\partial^2}{\partial r^2} r \psi_2 (r) - \left( \frac{1}{r} \frac{\partial}{\partial r} r \psi_1^* (r) \right) \right] \psi_2 (r)$$

$$= \frac{1}{2} \int d\Omega \left[ r \psi_1^* (r) \frac{\partial}{\partial r} r \psi_2 (r) - r \psi_2 (r) \frac{\partial}{\partial r} r \psi_1^* (r) \right]_0^a$$

$$= \frac{a^2}{2} \int d\Omega \left. \left( \psi_1^* \frac{\partial \psi_2}{\partial r} - \psi_2 \frac{\partial \psi_1^*}{\partial r} \right) \right|_{r=a},$$

and in general this is not zero. This can, however, be fixed by subtracting the operator $\frac{1}{2} \frac{\partial}{\partial r}$ from the hamiltonian, which will eliminate each of the unwanted terms and restore hermiticity.

The usual practice is to add to this the hermitian operator $\frac{1-b}{r}$, where $b$ is an unspecified constant, which of course does not affect the hermiticity of the hamiltonian. Thus we employ the so-called Bloch operator

$$\hat{L}^+(a) = \delta (r - a) \left( \frac{\partial}{\partial r} + \frac{1-b}{r} \right), \quad (2.1)$$

where the delta function should be even, in the sense that $\int_0^a \delta (r - a) dr = \int_0^\infty \delta (r - a) dr = \frac{1}{2}$. For the outer region the operator $\hat{L}^- (a) = -\hat{L}^+ (a)$ is used, so that the total hamiltonian is unaltered.

The Schrödinger can then be rewritten so that each region has a hermitian hamiltonian and the connection to the other region is understood as a source term:

$$i \frac{d}{dt} |\Psi\rangle = \hat{H} |\Psi\rangle$$

$$= \left( \hat{H} + \hat{L}^\pm (a) \right) |\Psi\rangle - \hat{L}^\pm (a) |\Psi\rangle$$

$$= \hat{H}^\pm |\Psi\rangle - \hat{L}^\pm (a) |\Psi\rangle,$$

and here the term $\hat{L}^\pm (a) |\Psi\rangle$ is strictly local at the boundary and therefore can be obtained from the other side.

In practice, in our analytic analysis, we will ignore the source terms when solving for the inner region, which amounts to neglecting the backflow of probability during ionization. This is reasonable since significant backflow only occurs during high-harmonic generation after the ionized electron’s wavepacket has wholly left the ion, and can therefore be treated as a separate problem. Further, a judicious choice of $b$ makes this approximation as harmless as possible. For the outside region, the source term clearly describes the source of ionized electrons.
2.2 The hamiltonian

The hamiltonian for the problem is given by the standard atomic and molecular one, which includes the electronic kinetic energy term, electron-electron and electron-nuclei Coulomb repulsion terms, and dipole laser coupling for each electron. Thus, for \( N \) electrons,

\[
H^N = T^N_e + V^N_C + V^N_{ee} + V^N_L, \quad \text{where}
\]

\[
V^N_C = -\sum_m \sum_{i=1}^N \frac{Z_m}{|\mathbf{R}_m - \mathbf{r}_i|},
\]

\[
V^N_{ee} = \sum_{i\neq j}^N \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|},
\]

\[
V^N_L = \sum_{i=1}^N \mathbf{F}(t) \cdot \mathbf{r}_i,
\]

and the nuclei are frozen at positions \( \mathbf{R}_m \) with charges \( Z_m \). Atomic units are used throughout. We consider only linearly polarized pulses, though we will not introduce special coordinate systems until relatively late.

Once the ionized electron leaves the molecule, the total hamiltonian is split into the \( N - 1 \)-electron ionic hamiltonian \( H^{N-1} \), formally identical to the neutral one, and the hamiltonian for the leaving electron,

\[
H_e := H^N - H^{N-1}
\]

which in particular contains the entangling operator \( V_{ee} \), the Coulomb repulsion between the leaving electron and the ion.

Our problem, then, is to solve the time-dependent Schrödinger equation for the full system, with the system initially in the molecular ground state. We restrict ourselves to solving the system in the outer region, under the assumption that ionization probabilities are low enough that the electronic wavefunction in the inner region is well approximated by the unperturbed ground state. Thus, our problem can be stated as

\[
i \frac{d}{dt} \langle \Psi(t) \rangle = \left[ H^N + \hat{L}^-(a) \right] \langle \Psi(t) \rangle - \hat{L}^-(a) \langle \Psi_0 \rangle,
\]

\[
\langle \Psi(0) \rangle = \langle \Psi_0 \rangle.
\]

Here \( \hat{L}^-(a) \) represents the sum of all the single-electron Bloch operators.

This problem can be solved formally in terms of the propagator \( U^N \) associated with the \( N \)-electron effective hamiltonian for the outer region, \( \mathcal{H}^N = H^N + \hat{L}^-(a) \), which satisfies

\[
i \frac{\partial}{\partial t} U^N(t, t') = \mathcal{H}^N(t) U^N(t, t') \quad \text{and} \quad U^N(t, t) = 1.
\]

With this we have

\[
\langle \Psi(t) \rangle = -i \int_{-\infty}^t dt' U^N(t, t') \hat{L}^-(a) \langle \Psi(t') \rangle.
\]
Here we take the state $|\Psi(t)\rangle$ inside the integral to be the ionic ground state, with ionization potential $I_p$ and energy $E_g = -I_p$, and an added correction $a_g(t)$ to represent ground-state depletion and Stark shifts under the laser field: $|\Psi(t)\rangle = a_g(t)e^{+iI_pt}|\Psi_g\rangle$. The problem now becomes obtaining suitable approximations for the propagator $U^N(t, t')$.

### 2.3 Multichannel formalism

To go further, we must now develop a suitable basis in which to work, which will describe the ionic and electronic evolution in the laser field as cheaply and easily as possible and allow us to inspect in greater detail their interactions during the ionization process. For reasons explained in depth in ref. 2, the bases of choice are the quasi-static eigenstates and the eikonal-Volkov wavefunctions, which we now describe.

The quasi-static eigenstates, which we denote by $|n(t)\rangle$, are the instantaneous eigenstates of the ionic hamiltonian $H^{N-1}(t)$, which includes the laser field but treats its dependence on the time $t$ as a parameter. When the laser pulse is over they connect to the field-free ionic eigenstates $|n\rangle_{\text{free}}$; they are defined by the relation

$$H^{N-1}(t) |n(t)\rangle = E_n(t) |n(t)\rangle . \quad (2.5)$$

These states perform well for oscillating laser fields, in the sense that transitions between them are minimized during propagation, when the field frequency $\omega$ is small compared to the typical energy differences of the states involved.

More importantly, they can be found easily without solving for a TDSE propagator whilst incorporating the polarizing effect of the laser field and minimizing laser-induced transitions during the ionization step. One disadvantage is that they do require numerical diagonalization of the full laser-perturbed ionic hamiltonian, and may require multiple diagonalizations if core polarization is desired. However, numerical diagonalization will be unavoidable as soon as any atom or molecule of significant complexity is involved, since only the simplest atomic and molecular systems have worthwhile analytic solutions, either exact or approximate.

The motion of the continuum electron can be exactly described, using Volkov functions [3], in the absence of the ionic potential. The potential can be included using semiclassical perturbation theory with respect to the classical action. The boundary radius $a$ must then be chosen such that the ionic potential is a small enough perturbation. This approach is known as the eikonal-Volkov approximation [4] and produces wavefunctions with final momentum $p$ of the form

$$\langle r | k_n(t) \rangle \approx EVA \frac{1}{(2\pi)^{3/2}} e^{i(k+A(t)) \cdot r} e^{-\frac{1}{2} \int_T^T (k+A(\tau))^2 d\tau} e^{-i \int_T^T U_n(r_L(\tau; r, k, t), \tau)d\tau} \quad (2.6)$$
where

\[
\mathbf{r}_L(\tau; \mathbf{r}, k, t) := \mathbf{r} + \int_t^\tau (k + \mathbf{A}(\tau')) \, d\tau'
\]  

(2.7)

is the classical trajectory starting at \( \mathbf{r} \) at time \( t \) which has final canonical and mechanical momentum \( k \) at a time \( T \) long after the laser pulse has vanished, and \( \mathbf{A} \) is the vector potential of the laser field, obeying \( \mathbf{F}(t) = -\frac{\partial}{\partial t} \mathbf{A}(t) \).

These wavefunctions are channel-specific in that they respond to the mean field of the ion when it is in channel \( n \), given by

\[
U_n(\mathbf{r}) := \langle \mathbf{r} | \otimes \langle n(t) | V_{ee} | n(t) \rangle \otimes | \mathbf{r} \rangle
\]

for \( V_{ee} = V_{ee}^N - V_{ee}^{N-1} \). As such, they obey the single-electron Schrödinger equation

\[
i \frac{d}{dt} | k_n(t) \rangle = H_n^e(t) | k_n(t) \rangle \quad \text{for} \quad H_n^e := \langle n(t) | H^N - H^{N-1} | n(t) \rangle .
\]

This removes the main influence of the ion on the ionized electron’s motion, and will allow us to focus on the transition-inducing part of the Coulomb interaction later on.

We now implement these channels by inserting in the formal solution, expression (2.4), a resolution of the identity of the form

\[
1 = \int d\mathbf{k} \sum_n A | n(t) \rangle \otimes | k_n(t) \rangle \langle k_n(t) | \otimes \langle n(t) | \Lambda
\]

(2.8)

where \( \Lambda \) is the anti-symmetrizing operator which is clearly necessary. This gives us the expression

\[
| \Psi(t) \rangle = -i \sum_n \int d\mathbf{k} \int_{-\infty}^t dt' U^N(t, t') \Lambda | n(t') \rangle \otimes | k_n(t') \rangle \\
\times \langle k_n(t') | \otimes \langle n(t') | \Lambda \tilde{L}^-(a) | \Psi_g \rangle a_g(t') e^{it'p'},
\]

(2.9)

which is ready for further work.

### 2.4 The Dyson orbital

We begin with the matrix element involving the Bloch operator,

\[
\langle k_n(t') | \otimes \langle n(t') | \Lambda \tilde{L}^-(a) | \Psi_g \rangle .
\]

This expression hides two summations over the different electrons: one over which electronic Bloch operator acts on \( | \Psi_g \rangle \), and one, induced by the anti-symmetrizing \( \Lambda \), over which electron is induced into the continuum state \( | k_n(t') \rangle \).

We can, however, neglect the contribution from the non-diagonal, exchange-like terms,
in which an electron different from the one transmitted by the Bloch operator is projected into the continuum state. In terms of the characteristic momentum \( \kappa_g \) of the ground state, with \( \frac{1}{2} \kappa_g^2 = I_p \), this can be ensured as long as \( \kappa_g a \gg 1 \). This signals an effective breaking of the exchange symmetry, which is due to the fact that the ionized electron is distinguishable from those left behind, and which allows us to choose which electron will tunnel out into the continuum state. This reduces the matrix element to

\[
\langle k_n(t') \otimes n(t') | \hat{A} \hat{L}^- (a) | \Psi_g \rangle = \frac{N}{\sqrt{N}} \langle k_n(t') | \hat{L}^- (a) \cdot \langle n(t') | \Psi_g \rangle
\]

where we include normalization factors of \( \frac{1}{\sqrt{N}} \), due to the normalization of \( \hat{A} \), and \( N \), due to the different electrons the Bloch operator can act on. From here on we revert the Bloch symbol \( \hat{L}^- (a) \) to a single-electron operator as originally introduced.

The remaining single-electron wavefunction on the right of the Bloch operator can now be recognised to be the Dyson orbital corresponding to channel \( n \), which we denote by

\[
| n_D(t') \rangle = \sqrt{N} \langle n(t) | \Psi_g \rangle.
\]  

The matrix element in question is then left as

\[
\langle k_n(t') | \otimes \langle n(t') | \hat{A} \hat{L}^- (a) | \Psi_g \rangle = \langle k_n(t') | \hat{L}^- (a) \cdot | n_D(t') \rangle.
\]

Finally, we note that the above is also valid in the single-electron case, provided that one drops the ion states and simply takes the Dyson orbital to be the ground state.

2.5 The propagator and its Dyson expansion

We consider now the other half of our current solution, (2.9), which involves the full propagator acting on our basis states:

\[
U^N(t, t') \hat{A} \left| n(t') \right\rangle \otimes \left| k_n(t') \right\rangle.
\]

Since here the ionized electron is distinguishable as it is in a continuum wavefunction, we can ignore exchange terms and therefore drop the anti-symmetrizer \( \hat{A} \).

Here we face the evolution under the full hamiltonian \( \hat{H}^- \) of basis states \( | n(t') \rangle \) and \( | k_n(t') \rangle \) whose individual evolution, under the separated hamiltonians \( H^{N-1} \) and \( H^n \), we understand: the former follow the hamiltonian adiabatically in the small laser frequency limit of \( \omega \ll \Delta E \), where \( \Delta E \) is a characteristic energy spacing in the molecule, while the latter we can solve for numerically and approximate well analytically. However, these two hamiltonians fail to account for all of the system’s evolution, because the ionized electron responds so far only to the ionic expectation value of the Coulomb potential.
We thus still have to account for what we will call the correlation interaction potential,

\[ V_{ee}^n(t) := V_{ee} - \langle n(t)| V_{ee} | n(t) \rangle. \]  

(2.11)

This we will treat as a perturbation to the previously defined hamiltonians, breaking the full evolution into

\[ \mathcal{H}^- = H^{N-1} + H_{ee}^n(t) + V_{ee}^n(t). \]

To deal with this perturbation we will do a Dyson expansion in the correlation interaction of the full propagator.

**Mathematical Aside 2.1. The Dyson expansion**

The Dyson expansion (also known as the Lippmann-Schwinger expansion) is a basic tool of time-dependent perturbation theory, which we develop here because it is not often worked out in full, despite its simplicity. The goal is the description of the propagator \( U_1(t, t') \) corresponding to a perturbed hamiltonian \( H_1 = H_0 + \Delta H \) when the evolution for the core hamiltonian \( H_0 \) is already known. Note that all three hamiltonians may be time-dependent.

Thus we assume knowledge of the propagator \( U_0(t, t') \) which solves the problem

\[ i\frac{\partial}{\partial t} U_0(t, t') = H_0 U_0(t, t') \text{ under } U_0(t, t) = 1, \]

and we seek a solution \( U_1(t, t') \) to the problem

\[ i\frac{\partial}{\partial t} U_1(t, t') = (H_0 + \Delta H) U_1(t, t') \text{ under } U_1(t, t) = 1. \]

The Dyson expansion claims that for small \( \Delta H \) this solution can be found recursively as

\[ U_1(t, t') = -i \int_t^{t'} dt'' U_0(t, t'') \Delta H(t'') U_0(t'', t') + U_0(t, t'). \]  

(2.12)

Further, repeated application of the expansion gives a series solution for \( U_1(t, t') \) in terms of known data, though the resulting series need not converge and may require renormalization procedures to work well [5].

the convergence of this series is not guaranteed and must be checked on a case-by-case basis.

**Proof.**

The proof of the expansion is by direct calculation, though one must note that it
relies on both $U_0$ and $U_1$ being solutions of their given problems. Thus, we have

$$i \frac{\partial}{\partial t} U_1(t, t') = i \frac{\partial}{\partial t} \left[ -i \int_{t'}^t dt'' U_1(t, t'') \Delta H(t'') U_0(t'', t') + U_1(t, t) \Delta H(t) U_0(t, t') + i \frac{\partial}{\partial t} U_0(t, t') \right]$$

$$= \int_{t'}^t dt'' i \frac{\partial U_1(t, t'')}{\partial t} \Delta H(t'') U_0(t'', t') + U_1(t, t) \Delta H(t) U_0(t, t') + i \frac{\partial}{\partial t} U_0(t, t')$$

$$= (H + \Delta H) \int_{t'}^t dt'' U_1(t, t'') \Delta H(t'') U_0(t'', t') + \Delta H U_0(t, t') + H_0 U_0(t, t')$$

$$= (H + \Delta H) [U_1(t, t') - U_0(t, t')] + (H_0 + \Delta H) U_0(t, t')$$

$$= (H_0 + \Delta H) U_1(t, t').$$

The initial condition $U_1(t, t) = 1$ holds trivially.  

We therefore apply to our channel-specific formal solution (2.9) a Dyson expansion with the correlation interaction as a perturbation of the separable evolution, which corresponds to the Hamiltonian $H^{N-1} + H^p$ and whose propagator is $U^{N-1}(t, t') \otimes U^p(t, t')$. With this the wavefunction at a time $T$, which we take to be long after the pulse is finished, has the two components

$$|\Psi(T)\rangle = |\Psi^{(1)}(T)\rangle + |\Psi^{(2)}(T)\rangle$$  \hspace{1cm} (2.13a)

where

$$|\Psi^{(1)}(T)\rangle = -i \sum_n \int dk \int_{-T}^T dt' U^{N-1}(T, t') |n(t')\rangle \otimes U^p(t', t') |k_n(t')\rangle \times \langle k_n(t') |\hat{L}^-(a) |n_D(t')\rangle a_g(t') e^{iHt'}$$  \hspace{1cm} (2.13b)

and

$$|\Psi^{(2)}(T)\rangle = (-i)^2 \sum_n \int dk \int_{-T}^T dt'' \int_{-T}^{t''} dt' U^{N}(T, t'') V^p(t'', t') |n(t'')\rangle \otimes U^p(t'', t') |k_n(t')\rangle \times \langle k_n(t') |\hat{L}^-(a) |n_D(t')\rangle a_g(t') e^{iHt'}.$$  \hspace{1cm} (2.13c)

The leading-order term, $|\Psi^{(1)}(T)\rangle$, represents the direct-tunnelling contribution and will be studied in chapter 3. The subleading term, $|\Psi^{(2)}(T)\rangle$, is the correlation-driven signal, and will be studied in chapter 4.
3 Direct tunneling and the single-electron case

3.1 Direct ionization yield

In this section we will focus on the direct tunnelling term, $|\Psi^{(1)}(T)\rangle$, which does not involve the correlation interaction. Further, in the single-active-electron case in which the core is not significantly perturbed or indeed not present, this term accounts for the full evolution as $V_{ee} = 0$.

To bring the calculation down to more concrete quantities, we consider in particular the ionization yield with final momentum $\mathbf{p}$ in channel $n$: that is, we want the probability amplitude for the ion to be left in the free state $|n\rangle_{\text{free}}$ with the ionized electron at canonical and mechanical momentum $\mathbf{p}$ at some time $T$ after the laser pulse has finished. However, there is a considerable complication in that the laser pulse may cause transitions between different quasi-static eigenstates after the ionization event is over, and to evaluate this a full $N-1$-electron back-propagation of the Schrödinger equation is required, which is prohibitively complex.

To reach a compromise, we project on the basis of quasi-static eigenstates at a time $t_0$ shortly after the ionization step is completed. This is equivalent to projecting on the basis $U^{N-1}(T,t_0)\,|n(t_0)\rangle$ at time $T$ and represents a definite loss of contrast to projecting on the free states $|n\rangle_{\text{free}}$, but since the transitions caused by the laser are indistinguishable from those caused by the electron this loss of contrast is inevitable.

We therefore define the ionization yield, our main handle on the system’s state, as

$$a_n(\mathbf{p}, t_0) := \langle \mathbf{p} | \otimes \langle n(t_0) | U^{N-1}(t_0, T) | \Psi(T) \rangle. \quad (3.1)$$

With this we attack, then, the first-order term (2.13b), which gives rise to the ionization yield

$$a^{(1)}_m(\mathbf{p}, t_0) = -i \sum_n \int_C dt' \langle m(t_0) | U^{N-1}(t_0, t') | n(t') \rangle \left\langle \mathbf{p}_n(t') | \hat{L}^- (a) | n_D(t') \right\rangle a_g(t') e^{i\mathbf{p} \cdot \mathbf{r}}. \quad (3.2)$$

Here, as discussed in refs. 1 and 2, the temporal integration has been changed to a contour starting at $-\infty$ and ending at $t_0$. This describes a single ionization burst centred at a time $t_0$. This freedom in the contour of integration will then allow us to pass through a
saddle-point in the fast oscillating exponent arising in integral (3.2), which represents the main contribution to the integral.\(^1\)

To bring this contribution to light, we first deal with the ionic matrix element by neglecting the possibility of laser-induced real excitations (whose timescale is significantly longer) during the ionization step:

\[
\langle m(t_0) | U^{N-1}(t_0, t') | n(t') \rangle = \delta_{mn} e^{-iE_m(t_0 - t')} b_m(t_0, t'),
\]

(3.3)

where \(b_m(t_0, t')\) is a slow function that accounts for Stark shifts caused by the laser field.

With this we have

\[
a_n^{(1)}(p, t_0) = -ie^{-iE_n t_0} \int_C dt' b_n(t_0, t') a_g(t') \langle p_n(t') | \hat{L}^- (a) | n_D(t') \rangle e^{iI_{p,n} t'},
\]

(3.4)

expression which we are now ready to attack as a single-electron problem. (In the absence or neglectability of the core excitations, we have \(E_n = 0\) since the core does not accumulate meaningful phase, and this reduces indeed to the single-electron result from ref. 1.)

3.2 The Volkov action

In this section we deviate from the course taken by Torlina and Smirnova \([1]\) in that we proceed to do the temporal integration before we explicitly evaluate the Bloch matrix element, which requires an explicit expression for the Dyson orbital \(|n_D\rangle\). Thus we will obtain a general, symbolic expression for the orbital-dependent factor by doing the time integral using the same saddle-point method \([7, pp. 489-497]\) as Torlina and Smirnova, and only then will we substitute an explicit hydrogenic expression for the orbital to check that it integrates correctly to the previously obtained results.

To obtain the Volkov action in the exponent, we must nevertheless formulate the matrix element as a position-space integral by inserting the resolution of identity

\[
\int dr |r\rangle \langle r| = 1.
\]

This leaves, using the EVA approximation as in eq. (2.6), the expression

\[
a_n^{(1)}(p, t_0) = -ie^{-iE_n t_0} \int_C dt' b_n(t_0, t') a_g(t') e^{i \int_{t'}^{t} (p + A(\tau))^2 d\tau} e^{iI_{p,n} t'} \times \int \frac{dr}{(2\pi)^{3/2}} e^{-i(p + A(t')) \cdot r} e^{i \int_{t'}^{t} U_n(r_L(\tau; \tau, r, p, t'), \tau) d\tau} \langle r | \hat{L}^- (a) | n_D(t') \rangle.
\]

(3.6)

For simplicity, from here onwards we drop the arguments of the functions \(b_n, a_g\) and \(U_n\)

\(^1\)We note here that this freedom to change the contour of integration comes at the price of ensuring that all functions present are analytical functions of \(t\). This is far from evident, particularly in the case of the quasi-static states \(|n(t)\rangle\), whose time-dependence comes from the Hamiltonian \(H^{N-1}(t)\) of which they are eigenstates. The existence of analytic solutions can be proved \([6]\), but care must still be taken during the numerical solution that all quantities in the integral are continued analytically to the complex plane.
unless they play an active role. This leaves us with the expression

\[ a_n^{(1)}(p, t_0) = -ie^{-iE_n t_0} \int_C \frac{dr}{2\pi} \exp\left( -i(p + A(t')) \cdot r \right) e^{iF_n(t')} e^{iF_n(t')} U_n dr \left( r \mid \hat{L}^-(a) \mid n_D(t') \right). \] 

To perform the temporal integral without evaluating the Bloch matrix element we face the major hurdle that the Dyson orbital depends on our time variable \( t' \). This we resolve by noting that this temporal dependence comes from that of the quasi-static state \( |n(t)\rangle \) and this represents perturbations on the ionic states on the timescales of the laser period. Thus for our purposes it can be replaced by its value at the saddle point, which we will denote by \( t_n \). Analogously, we replace \( t' \) by \( t_n \) in the slow functions \( b_n, a_g \) and \( U_n \).

Under these approximations, then, we have

\[ a_n^{(1)}(p, t_0) = -ie^{-iE_n t_0} a_g(t_n) b_n(t_0, t_n) \int \frac{dr}{2\pi} \exp\left( -i(p + A(t)) \cdot r \right) e^{iF_n(t)} U_n(r_l ; r, p, t_n, r) dr \times \int dt' e^{iF_n(t')} e^{iI_{p,n} t'} e^{-i(p + A(t')) \cdot r}. \]

To keep the notation simple, we will retain formally the full \( d\mathbf{r} \) integral as well as the Bloch operator \( \hat{L}^-(a) = \delta(r - a) \left( \frac{\partial}{\partial r} + \frac{1 - b}{r} \right) \), but it is important to note that the presence of the delta function restricts the integral to the boundary surface, and we can therefore replace \( r \) by \( a \) save when derivatives are involved: throughout the following discussion, the length of \( \mathbf{r} \) will be \( a \).

The method of stationary phase demands now that the exponent inside the temporal integral be zero, which gives us the equation

\[ 0 = -\frac{dS}{dt'}(t_n) = \frac{d}{dt'} \left[ i \int_{\tau_n}^{t'} (p + A(\tau))^2 d\tau + iI_{p,n} t' - i (p + A(t')) \cdot r \right]_{t_n} \]

\[ = i \left( \frac{1}{2} (p + A(t_0))^2 + I_{p,n} + F(t_n) \cdot r \right). \]

The last term in this equation, equal to \( F(t_n)a \cos(\theta) \) where \( \theta \) is the angle between the position vector \( r \) and the laser polarization, is inconvenient as it makes the saddle point depend on the position integration variable \( r \). To overcome this, we ask that the boundary radius \( a \) be small enough that the saddle point is not significantly shifted; that is, we require that

\[ |Fa| \ll I_{p,n}, \tag{3.9} \]

for all channels of interest. This is equivalent to putting the boundary sphere well within the tunnelling barrier and is therefore an acceptable approximation.

Having done this, we can therefore take our main saddle point \( t_n \) as that which satisfies
the equation  
\[ \frac{1}{2} (p + A(t_a))^2 + I_{p,n} = 0 \]  
(3.10)

and then taking \( t_a = t_s + \Delta t_a \) slightly displaced from it. The above definition of \( t_s \) cannot be simplified significantly and must be left as it is, though it must be supplemented by the condition \( \text{Im}(t_s) > 0 \), which is imposed due to global considerations on the integration contour.

The saddle-point displacement \( \Delta t_a \), on the other hand, can be expressed at least approximately in terms of the small parameter \( Fa/I_{p,n} \). To do this, we express the vector potential at \( t_a \) as

\[
A(t_a) = A(t_s + \Delta t_a) \approx A(t_s) + \Delta t_a \frac{dA}{dt}(t_s) = A(t_s) - \Delta t_a F(t_s).
\]

Under this expansion and a similar one for \( F(t_a) \), our equation for \( t_a \) then reads

\[
0 = \frac{1}{2} (p + A(t_s)) - \Delta t_a F(t_s))^2 + I_{p,n} + F(t_s) \cdot r + \Delta t_a \frac{dF}{dt}(t_s) \cdot r \\
= \frac{1}{2} (p + A(t_s))^2 + I_{p,n} - \Delta t_a (p + A(t_s)) \cdot F(t_s) + F(t_s) \cdot r \\
+ \frac{1}{2} (\Delta t_a F(t_s))^2 + \Delta t_a \frac{dF}{dt}(t_s) \cdot r.
\]

Here the first two terms vanish and the last two terms, of order \( Fa/I_{p,n} \), can be neglected, which leaves us with

\[
\Delta t_a = \frac{F(t_s) \cdot r}{(p + A(t_s)) \cdot F(t_s)} = \frac{a \cos(\theta)}{v_{\parallel}(t_s)},
\]

in terms of the parallel component of the velocity vector \( v(t) = p + A(t) \).

As a brief aside, we note that this velocity vector obeys the equation \( v^2(t_s) = -2I_{p,n} = -\kappa^2 \), so that its transverse component is given by \( v_{\parallel}(t_s) = \pm \kappa \sqrt{1 + p^2 / \kappa^2} = \pm i \kappa_{\text{eff}} \). Here it can be shown that for sinusoidal pulses the condition that \( \text{Im}(t_s) > 0 \) translates into the sign choice of \( v_{\parallel}(t_s) = -i \kappa_{\text{eff}} \).

We can now complete the stationary-phase approximation for the temporal integral, which in this case indicates that we replace all times by the stationary point, \( t_a \), and add a factor of \( \sqrt{2\pi / i S'_{V}(t_a)} \). With this, then, we have

\[
a^{(1)}_{n}(p, t_0) = -ie^{-iE_{n}t_0}a_g(t_0) b_n(t_0, t_a) \int \frac{dr}{2\pi} \langle r | L^{-}(a) | n_D(t_a) \rangle e^{i \int_{t_a}^{t_0} U_n dr} \frac{e^{-i S_{V}^r(t_a)}}{\sqrt{i S_{V}(t_a)}} \\
\approx -\frac{e^{-iE_{n}t_0}}{2\pi} \int \frac{dr}{\sqrt{i S_{V}'(t_a)}} a_g(t_0) b_n(t_0, t_a) \langle r | L^{-}(a) | n_D(t_a) \rangle e^{i \int_{t_a}^{t_0} U_n dr} e^{-i S_{V}'(t_s) - i \Delta t_a S_{V}'(t_s)}
\]

and here we have

\[
-i S_{V}'(t_s) = i \frac{1}{2} (p + A(t_s))^2 + i I_{p,n}t_s + i F(t_s) \cdot r = i F(t_s) a \cos(\theta)
\]
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and we can approximate \( a_g(t_a) \approx a_g(t_s) \), \( b_n(t_0, t_a) \approx b_n(t_0, t_s) \) and \( S_V''(t_a) \approx S_V''(t_s) \) so that

\[
a_n^{(1)}(p, t_0) = -\frac{i e^{-iE_{n,0}}}{2\pi} \int \frac{dr}{i S_V''(t_s)} a_g(t_s)b_n(t_0, t_s) \langle r | \hat{L}^-(a) | n_D(t_a) \rangle e^{i \int_{t_a}^{t_s} U_n d\tau} \\
\times e^\frac{i}{2} \int_{t_a}^{t_s} (p + A(\tau))^2 d\tau + i P_n (p + A(t_s)) \epsilon \frac{a \cos(\theta)}{r} F(t_s) a \cos(\theta) \\
= -\frac{i a_g(t_s)b_n(t_0, t_s)e^{-iE_{n,0}}}{2\pi \sqrt{i S_V''(t_s)}} e^{-\frac{i}{2} \int_{t_a}^{t_s} (p + A(\tau))^2 d\tau + i P_n (p + A(t_s))} \\
\times \int dr \langle r | \hat{L}^-(a) | n_D(t_a) \rangle e^{i \int_{t_a}^{t_s} U_n(r_L(\tau, r, p, t_s), r) d\tau} e^{-i(p + A(t_s)) \cdot r}. \tag{3.11}
\]

Here we have neglected the final term in \( a^2 \), which is of order \( Fa^2/\kappa \) for \( \kappa = \sqrt{2 I p_n} \); this represents the strongest assumption on our boundary and together with the asymptotic-regime requirement that \( \kappa a \gg 1 \) implies the weaker condition \( Fa \ll \frac{a}{a} \approx \frac{I p_n}{\kappa a} \ll I_p \).

This last equation (3.11) needs only one final manipulation to get it into as neat and usable a form as it can, and this is the elimination of the explicit dependence on the boundary radius \( a \). Since we are calculating a physically measurable quantity, the ionization yield, and the boundary radius is external to the physical problem we are attacking, the result does not depend on \( a \) and its explicit appearance should be avoided as far as possible.

The main dependence of this result on the boundary radius is through the wavefunction of the Dyson orbital, which must be evaluated at the boundary:

\[
\int dr \langle r | \hat{L}^-(a) | n_D(t_a) \rangle = \int dr \delta(r - a) \left( \frac{\partial}{\partial r} + \frac{1 - b}{r} \right) \langle r | n_D(t_a) \rangle
\]

(The Dyson orbital’s dependence on \( t_a \), on the other hand, is not strong, and we can harmlessly replace \( t_a \) by \( t_s \) in it.) This is dependence generally cancelled by the exponentiated integral of the ion potential,

\[
e^{\int_{t_a}^{t_s} U_n(r_L(\tau, r, p, t_s), r) d\tau} = \exp \left[ -i \int_{t_a}^{t_s} U_n \left( r + \int_{t_a}^{\tau} v(\tau') d\tau', \tau \right) d\tau \right], \tag{3.12}
\]

which generally represents the fact that in the asymptotic region the probability of more than one electron being present, and the total wavefunction is an (antisymmetrized) tensor product of an ion-core state and a single-electron ground orbital, which will behave in the WKB regime as

\[
\psi_g(a) \propto e^{-i \int_{t_a}^{t_s} U d\tau}. \tag{3.13}
\]

General results regarding this connection are hard to establish analytically – although numerical methods based on ensembles of wavepackets propagated classically are quite successful [8] –, which is due partly to the difficulty of constructing WKB methods on
more than one spatial dimension and also to the fact that the Dyson orbital $|n_D(t)\rangle = \sqrt{N} \langle n(t)|\Psi_g \rangle$ depends in far more detail on the neutral and ionic hamiltonians than through the mean value $U_n = \langle n(t)|V_{ee}|n(t)\rangle$.

Thus, we will not attempt to prove any formal independence; instead, we will transform both integrals in eq. (3.12) to simpler forms which, under suitable approximations, will enable us to extricate the $a$-dependence from the dynamics of interest at this point. The key realization for this is that the extra time interval $\Delta t_a = a \cos(\theta)/v_\parallel$ is essentially the time it takes an electron going at parallel velocity $v_\parallel$ to advance a length $z = a \cos(\theta)$ along the axis of the laser’s polarization. Therefore, we can essentially back-propagate the inner integral to the time $t_a$: 

$$r + \int_{t_a}^{\tau} v(\tau') d\tau' = r - \int_{t_a}^{t_a+\Delta t_a} v(\tau') d\tau' + \int_{t_a}^{\tau} v(\tau') d\tau' \approx r - \Delta t_a v(t_a) + \int_{t_a}^{\tau} v(\tau') d\tau'.$$

The first two terms are best considered in a reference frame in which the laser field points along the positive $z$ axis, which we will adopt whenever we require coordinate calculations. In this frame we have

$$r - \Delta t_a v(t_a) = r - \frac{F(t_a) \cdot r}{F(t_a) \cdot v(t_a)} v(t_a) = \begin{pmatrix} x \\ y \\ z \end{pmatrix} - \frac{z}{v_z} \begin{pmatrix} v_x \\ v_y \\ v_z \end{pmatrix} = \frac{1}{v_z} \begin{pmatrix} v_z x - v_x z \\ v_y y - v_y z \end{pmatrix},$$

where the components are strongly reminiscent of a vector cross product. Thus, as long as the main contributions to the spherical integral come from points that satisfy

$$\frac{x}{z} \approx \frac{v_x}{v_z} \text{ and } \frac{y}{z} \approx \frac{v_y}{v_z}$$

we can ignore the remnant $r - \Delta t_a v(t_a)$, which makes the inner integral $r$-independent. It is important to note here, though, that $v_z(t_a) = P_z + A_z(t_a)$ is a complex quantity whereas the transverse components are simply the transverse momentum and are therefore real, as are in this setting all three position coordinates. Nevertheless, this approximation is good enough that we will ignore the remnant.

With this, then, we can approximate the inner integral in expression (3.12) as

$$e^{i \int_{t_a}^{\tau} U_n d\tau} \approx \exp \left[ -i \int_{t_a}^{T} U_n \left( \int_{t_a}^{\tau} v(\tau') d\tau', \tau \right) d\tau \right].$$

The final step is then to replace the $a$-dependent limit $t_a$ by some limit $t_\kappa$ that can depend only on the initial state so that we can factor out the WKB dependence of (3.13) from the dynamics of interest; informally, $t_\kappa$ is the time of entrance to the tunnel. This leaves then, finally,

$$e^{i \int_{t_a}^{\tau} U_n (r_L(\tau r, p, t_a), \tau) d\tau} \approx e^{-i \int_{t_a}^{t_\kappa} U_n (\int_{t_a}^{\tau} v(\tau') d\tau', \tau) d\tau} e^{-i \int_{t_\kappa}^{T} U_n (\int_{t_a}^{\tau} v(\tau') d\tau', \tau) d\tau},$$

20
where the first factor is retained to cancel the $a$-dependence of the Dyson orbital, and the second one represents an overall Coulomb correction, in the semiclassical approximation, to our wavefunction.

This finalizes, then, our analysis of the first-order ionization yield for a general Dyson orbital. Our work can then be summarized as

\[
a^{(1)}_n(p, t_0) = a_g(t_0) b_n(t_0, t_s) e^{-i E_n t_0} e^{-\frac{1}{2} \int_{t_s}^{t_0} (p + A(\tau))^2 d\tau + i F_{p,n}(t_0) \int_{t_s}^{t_0} v(\tau') d\tau'} d\tau R(p),
\]  

(3.14)

where

\[
R(p) = \frac{-ia^2}{\sqrt{4S''_V(t_s)}} \int d\Omega e^{-i \int_{t_s}^{t_0} U_n(f_s' v(\tau') d\tau') d\tau} e^{-i (p + A(t_s)) \cdot r} \left( \frac{\partial}{\partial r} + \frac{1 - b}{r} \right) \left| \langle r|n_D(t_s) \rangle \right|.
\]  

(3.15)

is a factor encoding all the dependence on the structure of the initial state, as well as most of the dependence on $p$. This factor is effectively a Fourier transform over the spherical boundary of the tunnelled state, which is transmitted across the boundary by the Bloch operator as $\langle r|\hat{L}^{-}(a)\rangle |n_D(t_s)\rangle$.

For completeness, we include here a brief analysis of the Volkov action’s second derivative, $S''_V$. We know already the first derivative,

\[
-i \frac{dS_V}{dt'} = i \left( \frac{1}{2} (p + A(t'))^2 + J_{p,n} + F(t') \cdot r \right).
\]

from which we can calculate

\[
\frac{d^2 S_V}{dt'^2} = - \left( (p + A(t')) \cdot \frac{dA}{dt'} + \frac{dF(t')}{dt'} \cdot r \right) = \left( v(t') \cdot F(t') - \frac{dF(t')}{dt'} \cdot r \right).
\]

The second term does depend on $r$ but it is precisely this dependence that makes it neglectable with respect to the first, as long as the product $a^2 \omega$ is of order unity, for $\omega$ the pulse’s carrier frequency. Under this approximation, then, $S''_V(t_s)$ depends only on the parallel momentum $p_\parallel$, and is equal in a semiclassical interpretation to the power delivered by the laser pulse to the ionized electron.

### 3.3 Hydrogenic Dyson orbitals

We will now consider the case that the Dyson orbital in question has the structure of a hydrogenic state with well-defined angular momentum. Thus we consider the specific case
in which
\[
\langle r|n_D(t) = \varphi(r)Y_{lm}(\theta, \phi), \quad \text{for} \quad (3.16)
\]
\[
\varphi(r) = C_n\kappa^{3/2} e^{-\kappa r} (\kappa r)^Q/\kappa, \quad \text{where of course} \quad (3.17)
\]
\[
Y_{lm}(\theta, \phi) = N_{lm}P_l^m(\cos(\theta)) e^{im\phi} \frac{\sqrt{2\pi}}{2} \quad \text{with} \quad N_{lm} = \sqrt{(2l+1)(l-m)!2(l+m)!}; \quad (3.18)
\]
see [9] and [10, eq. 14.30.1]. Here \(Q\) is the net positive charge on the ion, and \(C_n\) is a constant that depends, among other things, on how concentrated the Dyson orbital is in regions close to the ion, so that it must be evaluated numerically. We will perform the angular integration as well as the explicit elimination of the boundary radius \(a\), and confirm that the results coincide with those of reference 1.

The first step is to deal with the action of the Bloch operator, where we can ignore the angular part of the wavefunction and are therefore only interested in the combination
\[
\left( \frac{\partial}{\partial r} + 1 - \frac{b}{r} \right) \bigg|_a \varphi(r) = C_n\kappa^{3/2} \left( \frac{\partial}{\partial r} + \frac{1 - b}{r} \right) \bigg|_a \left[ e^{-\kappa r} (\kappa r)^Q/\kappa \right]
\]
\[
= C_n\kappa^{3/2} \left( -\kappa - \frac{1}{a} + \frac{Q/\kappa}{a} + 1 - \frac{b}{a} \right) \left[ e^{-\kappa a} (\kappa a)^Q/\kappa \right]
\]
\[
= -\kappa \varphi(a),
\]
where we have fixed \(b = Q/\kappa\).

We now consider the exponentiated ionic-potential integral, where in the asymptotic regime we can replace the potential by its monopole component:
\[
U_n(r, \theta, \phi; \tau) \approx -\frac{Q}{r}.
\]
As such, its integral is given by
\[
-i \int_{t_a}^{t_b} U_n \left( \int_{t_s}^{\tau} \mathbf{v}(\tau') d\tau' \right) d\tau = \int_{t_a}^{t_b} -\frac{iQ d\tau}{\sqrt{r(\tau)^2}}
\]
where we have defined \(r(\tau) := \int_{t_s}^{\tau} \mathbf{\hat{r}} \cdot \mathbf{v}(\tau') d\tau'\), for which \(\frac{d\mathbf{r}}{d\tau} = \mathbf{\hat{r}} \cdot \mathbf{v}(\tau)\). To proceed, we now perform two approximations: we first assume that the velocity will not change significantly during the time interval being integrated, so we can replace \(v(\tau)\) by \(v(t_s)\), and we further suppose that the tunnelling velocity will be primarily directed towards negative \(z\) (since the field points towards positive \(z\)). These two together imply that \(\frac{d\mathbf{r}}{d\tau} = -v(\|t_s\|) \approx +i\kappa\) and therefore that
\[
\int_{t_a}^{t_b} -\frac{iQ d\tau}{\sqrt{r(\tau)^2}} = -\frac{Q}{\kappa} \int_{t_a}^{t_b} \frac{dr}{\sqrt{r^2}} = \frac{Q}{\kappa} \int_{t_a}^{t_b} \frac{dr}{r} = \frac{Q}{\kappa} \ln \left( \frac{r_b}{r_a} \right) = -\frac{Q}{\kappa} \ln \left( \kappa a \right),
\]
by choosing \(r_\kappa = 1/\kappa\).
Our $R$ factor is then given by

$$ R(p) = \frac{-ia^2}{\sqrt{iS''_V(t_s)}} \frac{d\Omega}{2\pi} (-\kappa)^{-Q/\kappa} e^{-i(p+A(t_s)) \cdot r} (-\kappa) \varphi(a) Y_{lm}(\theta, \phi) $$

$$ = C_{n \kappa}^{3/2} \frac{-ia^2 (-\kappa)}{\sqrt{iS''_V(t_s)}} \int_0^\pi \sin(\theta) d\theta \int_0^{2\pi} \frac{d\phi}{2\pi} e^{-i[(p_l+A(t_s)) \cos(\theta) + p_{\perp} a \sin(\theta) \cos(\phi - \phi_p)]} \times e^{-\kappa a} Y_{lm}(\theta, \phi) $$

$$ = C_{n \kappa} \frac{ia}{(2\pi)^{3/2}} \frac{i a}{\sqrt{iS''_V(t_s)}} \int_0^\pi \sin(\theta) d\theta N_{lm} P_m^m(\cos(\theta)) e^{-\kappa a} e^{-i p_{\perp} a \sin(\theta) \cos(\phi - \phi_p)} \times \int_0^{2\pi} e^{-i p_{\perp} a \sin(\theta) \cos(\phi - \phi_p)} e^{im(\phi - \phi_p)} d\phi e^{im\phi_p} $$

$$ = C_{n \kappa} \frac{ia}{\sqrt{2\pi}} \frac{ia}{\sqrt{iS''_V(t_s)}} \int_0^\pi \sin(\theta) d\theta N_{lm} P_m^m(\cos(\theta)) e^{-\kappa a} e^{-\kappa a \cos(\theta)} \times e^{im\phi_p} (-i)^m J_m(p_{\perp} a \sin(\theta)). $$

Here we apply again the approximation of small tunnelling angles, which means that the integral over $\theta$ is concentrated near $\theta \approx \pi$, which is the case in the limit $\kappa a \gg 1$. In this limit, then, we can take leading-order expansions in $\pi - \theta$ on all the functions involved: assuming that $m \geq 0$, we have

$$ \sin(\theta) \approx \pi - \theta, \quad (3.19a) $$

$$ e^{-\kappa a} e^{-\kappa a \cos(\theta)} \approx e^{-\frac{1}{2} \kappa a (\pi - \theta)^2}, \quad (3.19b) $$

$$ J_m(p_{\perp} a \sin(\theta)) \approx \left( \frac{p_{\perp} a}{2} \right)^m \frac{(\pi - \theta)^m}{\Gamma(m+1)}, \quad (3.19c) $$

$$ N_{lm} P_m^m(\cos(\theta)) \approx (-1)^l \sqrt{\frac{(2l+1)(l+m)!}{2(l-m)!}} \left( \frac{p_{\perp} a}{2} \right)^m, \quad (3.19d) $$

see [10, eqs. 10.2.2 and 14.3.4]. With this, then, the angular integral reduces to

$$ R(p) \approx C_{n \kappa} \frac{i a e^{im\phi_p}}{\sqrt{2\pi}} \frac{(-1)^l}{\sqrt{iS''_V(t_s)}} \frac{1}{\Gamma(m+1)} \sqrt{\frac{(2l+1)(l+m)!}{2(l-m)!}} \left( \frac{p_{\perp} a}{2} \right)^m $$

$$ \times \int_0^\pi \frac{d\theta}{\pi} \left( \frac{\pi - \theta}{2} \right)^{2m+1} \rho^m e^{-\pi \rho^2} $$

$$ \approx C_{n \kappa} \frac{i a e^{im\phi_p}}{\sqrt{2\pi}} \frac{(-1)^l}{\sqrt{iS''_V(t_s)}} \Gamma(m+1) \frac{1}{2m!} \sqrt{\frac{(2l+1)(l+m)!}{2(l-m)!}} \left( \frac{p_{\perp} a}{2} \right)^m $$

$$ \times \int_0^\infty \frac{1}{2} \left( \frac{2}{\kappa a} \right)^{m+1} \eta^m e^{-\eta} d\eta \text{ for } \eta = \frac{1}{2} \kappa a (\pi - \theta)^2 $$

$$ = \left( -1 \right)^l \frac{1}{\sqrt{iS''_V(t_s)}} \Gamma(m+1) \frac{1}{2m!} \sqrt{\frac{(2l+1)(l+m)!}{4\pi(l-m)!}} \rho^m \left( \frac{p_{\perp} a}{\kappa} \right)^m C_{n \kappa}^{1/2}. $$

This coincides with the results of Torlina and Smirnova, and concludes the calculation.
For ease of handling, we encapsulate all the constants into a single factor,

\[
K_0 := C_{\kappa l} \sqrt{\kappa} \frac{(-1)^{l+m}i^{m+1}}{2^m m!} \sqrt{\frac{(2l + 1)(l + m)!}{4\pi (l - m)!}}.
\]  

(3.20)

We also separate the dependence on the parallel momentum into a slow factor defined as

\[
K(p_\parallel) = \frac{K_0}{\sqrt{iS'V(t_s)}},
\]

for which we then have

\[
R(p) = K(p_\parallel)e^{im\phi_p}\left(\frac{p_\perp}{\kappa}\right)^m.
\]  

(3.21)

Putting it all together, the ionization yield for hydrogenic orbitals is given by

\[
a_n^{(1)}(p, t_0) = a_g(t_s)b_n(t_0, t_s)\frac{K_0}{\sqrt{iS'(t_s)}}e^{im\phi_p}\left(\frac{p_\perp}{\kappa}\right)^m e^{-iE_n t_0} \\
\times e^{-\frac{1}{2} \int_{t_s}^{t_f} (p + A(\tau))^2 d\tau} e^{iP_n t_s} e^{-i \int_{t_s}^{t_f} U_n(\int_{t_s}^{\tau} v(\tau') d\tau', \tau) d\tau},
\]

(3.22)

though we will in general prefer the more abstract expression (3.14). Here we notice in particular that the modulus of this ionization yield is reduced by the term \(\mid e^{iP_n t_s} \mid = e^{-I_{P_n, t_s}}\) for \(\tau_T = \text{Im}(t_s)\). This damps exponentially the tunnelling amplitudes from orbitals further down the potential well, which have higher ionization potential, and as we will see this will enable us to see much more clearly the second-order contribution, to which we now turn.
4 Correlation-driven ionization

4.1 The second-order ionization yield

We now turn to the second term in the Dyson expansion, given in eq. (2.13c) and equal to

\[ |\Psi(2)(T)\rangle = (-i)^2 \sum_n \int dk \int^T dt'' \int t'' dt' U_N(t', t'') V_{ee}(t'') U^{N-1}(t'', t') |n(t')\rangle \otimes U_e(t'', t') |k_n(t')\rangle \times \left\langle k_n(t') \left| \hat{L}^-(a) \right| n_D(t') \right\rangle a_g(t') e^{i\mathcal{I}t'}. \]

Here we truncate the Dyson series at this point by replacing the full propagator by its tensor version: we approximate

\[ U_N(t', t'') \approx U^{N-1}(t', t'') \otimes U_e(t'', t'). \]

This represents the definitive assumption that the correlation interaction is a weak perturbation on each channel’s propagation, and neglects quadratic terms in this perturbation. Such an assumption, of course, needs to be verified \textit{a posteriori} by checking that the perturbed amplitudes are indeed much smaller than the ones for direct tunnelling, and can always be corrected by including further terms in the series, although the calculation quickly becomes impractical.

We want to calculate, then, the corresponding second-order ionization yield, which can be expressed as

\[ a^{(2)}_m(p, t_0) = \langle p \otimes \langle m(t_0) | U^{N-1}(t_0, T) | \Psi(2)(T) \rangle \]

\[ = -i \sum_n \int dk \int^T dt'' \int t'' dt' \langle m(t_0) | U^{N-1}(t_0, t'') \langle p_m(t'') | V_{ee}(t'') | k_n(t'') \rangle \times (-i) U^{N-1}(t'', t_s) U^{N-1}(t_s, t') |n(t')\rangle \left\langle k_n(t') \left| \hat{L}^-(a) \right| n_D(t') \right\rangle a_g(t') e^{i\mathcal{I}t'}. \]

Here we note that the inner integral, over \( t' \), is essentially identical to the one from the direct-ionization case discussed above. To bring it into closer agreement, we rephrase eq. (3.3) as

\[ U^{N-1}(t_s, t') |n(t')\rangle = e^{-iE_n(t_s-t')} b_n(t_s, t') |n(t_s)\rangle. \]
Pulling the $t'$ integral inwards, our first task is to calculate

$$
-i \int dt' U^{N-1}(t_s, t') |n(t')\rangle \langle k_n(t') | \hat{L}^-(a) | n_D(t') \rangle a_g(t') e^{i \hat{I} p t'}
$$

$$
= -i \int dt' e^{-i E_n (t_s - t')} b_n(t_s, t') |n(t_s)\rangle \langle k_n(t') | \hat{L}^-(a) | n_D(t') \rangle a_g(t') e^{i \hat{I} p t'}
$$

$$
= |n(t_s)\rangle \langle n(t_s) | \int dt' b_n(t_s, t') a_g(t') \langle k_n(t') | \hat{L}^-(a) | n_D(t') \rangle e^{i \hat{I} p_n t'} ,
$$

and this is precisely the direct-tunnelling amplitude as given by equation (3.4), as long as the real part of the upper limit, $t''$ exceeds that of the saddle point; otherwise, the integral will be zero, which will allow us to restrict the interval of the $t''$ integral to physically meaningful times.

We can therefore simply use the result from the direct case, eq. (3.22), and insert it into our expression for the second-order term. Thus we seek

$$
a_m^{(2)}(p, t_0) = -i \sum_n \int dk \int dt'' |m(t_0)\rangle U^{N-1}(t_0, t'') \langle P_m(t'') | V^{a}_{ee}(t'') | k_n(t'')\rangle
$$

$$
\times U^{N-1}(t'', t_s)(-i) \int dt' U^{N-1}(t_s, t') |n(t')\rangle \langle k_n(t') | \hat{L}^-(a) | n_D(t') \rangle a_g(t') e^{i \hat{I} p t'}
$$

$$
= -i \sum_n \int dk \int dt'' |m(t_0)\rangle U^{N-1}(t_0, t'') \langle P_m(t'') | V^{a}_{ee}(t'') | k_n(t'')\rangle
$$

$$
\times U^{N-1}(t'', t_s) |n(t_s)\rangle e^{-i E_n t_s} e^{i E_n t_0} b_n(t_s, t_0) a^{(1)}(k, t_s).
$$

To proceed further, we now insert once again a resolution of the identity of the form $\int dr |r\rangle |r\rangle = 1$ into the correlation interaction’s matrix element, which turns it into a position-dependent ionic operator $V^{a}_{ee}(t'', r)$ and brings to light the phases associated with the two eikonal Volkov wavefunctions $|P_m(t'')\rangle$ and $|k_n(t'')\rangle$.

This transforms the ionization yield into

$$
a_m^{(2)}(p, t_0) = -i \sum_n \int dt'' \int dk \int dr |m(t_0)\rangle U^{N-1}(t_0, t'') V^{a}_{ee}(t'', r) U^{N-1}(t'', t_s) |n(t_s)\rangle
$$

$$
\times \langle P_m(t'') | r \rangle \langle r | k_n(t'') \rangle a^{(1)}(k, t_s) e^{i E_n (t_0 - t_s)} b_n(t_s, t_0).
$$

This we now simplify further by explicitly factoring out the energy and Stark shift phases associated with the quasistatic eigenstates propagated during the ionization time in the correlation interaction’s matrix product,

$$
U^{N-1}(t'', t_s) |n(t_s)\rangle = e^{-i E_n(t'' - t_s)} b_n(t'', t_s) |n(t'', t_s)\rangle,
$$

and analogously for $U^{N-1}(t'', t_0) |m(t_0)\rangle$. Of course, the new states $|n(t'', t_s)\rangle$ will most likely have components on more than one quasi-static eigenstates and they must be found by numerically propagating the states during the ionization step in imaginary time. This
is nevertheless acceptable and is part of the numerical effort that must go into calculating the correlation interaction’s matrix element, which we will denote by the shorthand

$$\langle V(r) \rangle := \langle m(t_0, t'') | V_{ee}^n(t'', r) | n(t'', t_s) \rangle.$$  \hspace{1cm} (4.3)

This hides the important dependence of $\langle V(r) \rangle$ on $m, n, t_0, t_s$ and $t''$, but it will not be used for long.

Mixing all these ingredients back in, along with the explicit expression (2.6) for the Volkov wavefunctions, we obtain the formidable integral

$$a_m^{(2)}(p, t_0) = -i \sum_n e^{-iE_m t_0} e^{iE_p n t_s} \int dt'' b_m(t_0, t'') b_n(t'', t_s) e^{i(E_m - E_n) t''} e^{-\frac{i}{2} \int_{t'}^{t''} (p + A(\tau))^2 d\tau} \times a_g(t_s) \left( \frac{1}{(2\pi)^3} \right) \int d\mathbf{k} e^{i(k-p) \cdot r} R_n(k) \langle V(r) \rangle e^{-\frac{i}{2} \int_{t'}^{t''} (k + A(\tau))^2 d\tau} e^{-iW_{mn}^C(r, k, t'')}.$$ \hspace{1cm} (4.4)

Here we have encapsulated the Coulomb correction as

$$W_{mn}^C(t'', r, k) = \int_{t'}^{t''} U_m(r_L(\tau; r, p, t''), \tau) d\tau$$

$$- \int_{t'}^{t''} U_n(r_L(\tau; r, k, t''), \tau) d\tau + \int_{t_n}^{T} U_n(r_L(\tau; 0, k, t_s), \tau) d\tau$$ \hspace{1cm} (4.5)

to simplify the notation as far as possible; wherever necessary, we will treat it as a slow prefactor.

### 4.2 The saddle-point argument

We will now discuss the method of Torlina, Ivanov et al. \cite{2} of dealing, using a saddle-point argument, with the spatial and momentum integrals in expression (4.4) for the second-order wavefunction. We will rephrase some parts of the argument - in particular, performing all the necessary algebraic manipulations \textit{before} applying the saddle-point approximation - but the mathematical essentials of the method will not be changed. We will then discuss some physical drawbacks of the method, and suggest some ways that these come about. Afterwards, in section 4.3, we will develop a new take on the transverse integrals of equation (4.4) and evaluate them exactly, which brings out new, distinct physical features and predictions.

We begin by considering the momentum integral in equation (4.4). Despite its complicated looks, if one ignores the prefactors it is structurally very simple, and although $k$
appears inside an inner integral the actual dependence is simply quadratic:
\[
-\frac{i}{2} \int_{t_s}^{t''} (k + A(\tau))^2 \, d\tau = -\frac{i}{2} \int_{t_s}^{t''} (k^2 + 2k \cdot A(\tau) + A(\tau)^2) \, d\tau
\]
\[
= -\frac{i}{2} (t'' - t_s) k^2 - ik \cdot \int_{t_s}^{t''} A(\tau) d\tau - \frac{i}{2} \int_{t_s}^{t''} A(\tau)^2 d\tau.
\]
Further, the \(t''\) integral now goes from \(t_s\), which has a positive imaginary part, to the real time \(t_0\), as is argued in detail in ref. [2]; this implies that \(t'' - t_s\) has negative imaginary part, and for purposes of analytic continuation it has positive real part. In this case one usually takes \(t_0\) as the real part of \(t_s\) and therefore the coefficient \(-i(t'' - t_s)\) is a negative real number, so that the \(k\) integral has a gaussian kernel.

We deal with this gaussian kernel using the standard routine of completing squares, which must be done to accommodate the Fourier-transform-like phases arising from the \(r\)-dependent terms. Thus we transform the exponent in equation (4.4), using the shorthands \(A(t'') = \int_{t_s}^{t''} A(\tau) d\tau\) and \(A^2(t'') = \int_{t_s}^{t''} A(\tau)^2 d\tau\), into
\[
i(k - p) \cdot r - \frac{i}{2} \int_{t_s}^{t''} (k + A(\tau))^2 \, d\tau = i(k - p) \cdot r - \frac{i}{2} (t'' - t_s) k^2 - ik \cdot A(t'') - \frac{i}{2} A^2(t'')
\]
\[
= -\frac{i}{2} (t'' - t_s) k^2 + ik \cdot (r - A(t'')) - \frac{i}{2} A^2(t'') - i p \cdot r
\]
\[
= -\frac{i}{2} (t'' - t_s) \left( k - \frac{r - A(t'')}{t'' - t_s} \right)^2 + \frac{i}{2} (t'' - t_s) \left( \frac{r - A(t'')}{t'' - t_s} \right)^2 - \frac{i}{2} A^2(t'') - i p \cdot r
\]
\[
= -\frac{i}{2} (t'' - t_s) (k - k_s)^2 + \frac{i}{2} (t'' - t_s) \left[ r^2 - 2r \cdot \int_{t_s}^{t''} (p + A(\tau)) d\tau + A(t'')^2 \right] - \frac{i}{2} A^2(t'')
\]
\[
= + \frac{i/2}{t'' - t_s} \left[ \left( r - \int_{t_s}^{t''} (p + A(\tau)) d\tau \right)^2 - \left( \int_{t_s}^{t''} (p + A(\tau)) d\tau \right)^2 + A(t'')^2 \right]
\]
\[
- \frac{i}{2} A^2(t'') - \frac{i}{2} (t'' - t_s) (k - k_s)^2
\]
\[
= \frac{i/2}{t'' - t_s} \left[ (r - r_s)^2 - \left( \int_{t_s}^{t''} p d\tau \right)^2 - 2 \int_{t_s}^{t''} p d\tau \cdot A(t'') \right]
\]
\[
- \frac{i}{2} A^2(t'') - \frac{i}{2} (t'' - t_s) (k - k_s)^2
\]
\[
= -\frac{i}{2} (t'' - t_s) (k - k_s)^2 + \frac{i/2}{t'' - t_s} (r - r_s)^2 - \frac{i}{2} (t'' - t_s) p^2 - i p \cdot A(t'') - \frac{i}{2} A^2(t'').
\]
Here we have introduced the extra shorthands
\[
k_s(r) = \frac{r - \int_{t_s}^{t''} A(\tau) d\tau}{t'' - t_s} \quad \text{and} \quad r_s(p) = \int_{t_s}^{t''} (p + A(\tau)) d\tau,
\]
which will be seen to have a deeper significance as the saddle points of the \(k\) and \(r\) integrals;
they are also the final momentum of the classical trajectory that starts at the origin at
time \(t_s\) and the trajectory that starts at the origin at time \(t_s\) and has final momentum \(\mathbf{p}\), respectively. In terms of these shorthands, the (admittedly long and tedious) calculation above gives the exact identity

\[
i(\mathbf{k} - \mathbf{p}) \cdot \mathbf{r} - \frac{i}{2} \int_{t_s}^{t''} (\mathbf{k} + \mathbf{A}(\tau))^2 d\tau = -\frac{i}{2} (t'' - t_s) (\mathbf{k} - \mathbf{k}_s) (\mathbf{r} - \mathbf{r}_s(\mathbf{p}))^2 + \frac{i/2}{t'' - t_s} \left( \mathbf{r} - \mathbf{r}_s(\mathbf{p}) \right)^2
\]

Thus the integrals over \(\mathbf{k}\) and then over \(\mathbf{r}\) both have gaussian kernels and, what’s more, the two kernels have reciprocal widths, so it could be understood as a single kernel with constant area in phase space. One must be careful, however, not to push this idea too far: the saddle point for \(\mathbf{k}\) depends on \(\mathbf{r}\), and if one tries to unravel this dependence the seemingly elliptic quadratic form (4.7) defaults to its original parabolic character, which of course it must.

It is now easy to compute the saddle-point argument. We consider the spatial and momentum integrals,

\[
\frac{1}{(2\pi)^3} \int d\mathbf{r} \int d\mathbf{k} e^{i(\mathbf{k} - \mathbf{p}) \cdot \mathbf{r}} R_n(\mathbf{k}) \langle V(\mathbf{r}) \rangle e^{-\frac{i}{2} \int_{t_s}^{t''} (\mathbf{k} + \mathbf{A}(\tau))^2 d\tau} e^{-i W_{mn}^G(\mathbf{r}, \mathbf{k}, t'')} \\
= \frac{1}{(2\pi)^3} e^{-\frac{i}{2} \int_{t_s}^{t''} (\mathbf{p} + \mathbf{A}(\tau))^2 d\tau} \int d\mathbf{r} \langle V(\mathbf{r}) \rangle e^{\frac{i}{2} \int_{t_s}^{t''} (\mathbf{r} - \mathbf{r}_s(\mathbf{p}))^2 d\tau} \times \int d\mathbf{k} R_n(\mathbf{k}) e^{-i W_{mn}^G(\mathbf{r}, \mathbf{k}, t'')} e^{-\frac{i}{2} (t'' - t_s) (\mathbf{k} - \mathbf{k}_s)}.
\]

If we now assume that the factors \(R_n(\mathbf{k})\) and \(\langle V(\mathbf{r}) \rangle\) are slow functions with respect to the momentum and length scales dictated by the time \(t'' - t_s\), we can substitute their arguments for the saddle points and simply integrate the gaussian kernels on their own. This is even simpler than usual since the kernel widths cancel out, and the factor of \(\sqrt{2\pi}\) per spatial and momentum dimension exactly cancels out the factor of \(1/(2\pi)^3\) already present; even better, the final stationary momentum simplifies to

\[
\mathbf{k}_s(\mathbf{r}_s(\mathbf{p})) = \frac{\mathbf{r}_s(\mathbf{p}) - \int_{t_s}^{t''} \mathbf{A}(\tau) d\tau}{t'' - t_s} = \frac{\int_{t_s}^{t''} (\mathbf{p} + \mathbf{A}(\tau)) d\tau - \int_{t_s}^{t''} \mathbf{A}(\tau) d\tau}{t'' - t_s} = \mathbf{p}.
\]

Thus, the final value of the integral under consideration is simply

\[
\langle V(\mathbf{r}_s(\mathbf{p})) \rangle R_n(\mathbf{p}) e^{-\frac{i}{2} \int_{t_s}^{t''} (\mathbf{p} + \mathbf{A}(\tau))^2 d\tau} e^{-i W_{mn}^G(\mathbf{r}_s(\mathbf{p}), t'')}.
\]

Here, however, the method’s deficiencies have now been brought to the surface. On one side, the equality of the pre-interaction momentum \(\mathbf{k}\) and the final momentum \(\mathbf{p}\) means that no momentum is exchanged during the correlation interaction, even though the ion is lifted to a state with a higher energy that can only come from the electron’s
motion. Additionally, the ionization yield’s functional dependence on $p$ is only very slightly affected by the interaction and therefore the wavefunction for the outgoing electron bears only slight traces of the details of the transition moment and the structure of the channels $|n\rangle$ and $|m\rangle$.

This behaviour indicates a breakdown of the assumption that the prefactors $R_n(k)$ and $\langle V(r) \rangle$ are slow functions, particularly since they may have zeros on or near the stationary point, and a more careful treatment of the saddle point method in these circumstances is required.

4.3 Exact calculation of the transverse integrals

In view of these shortcomings of the saddle-point method, in this section we will develop an alternative approach to the spatial and momentum integrals that appear in the second-order ionization yield. The key realization at the core of this development is that given reasonable expressions for the prefactors $R_n(k)$ and $\langle V(r) \rangle$, all four of the transverse integrals are analytically tractable. (The parallel integrals, on the other hand, involve the vector potential $A$ which we will maintain unspecified, so that our method will hold for pulses of arbitrary shape, with the corresponding setback that both parallel integrals must be evaluated in the saddle-point approximation, which in this case is fully justified.)

Thus, we consider the integral

$$
\text{Int}_1(p,t'') = \frac{1}{(2\pi)^3} \int |dr| \int |dk| e^{i(k-p) \cdot r} R_n(k) \langle V(r) \rangle e^{-\frac{1}{2} \int t'' \left( k + A(\tau) \right)^2 d\tau} e^{-iW_{mn}(r,k,t'')} , \quad (4.9)
$$

in terms of which the second-order ionization yield from equation (4.4) can be expressed as

$$
a^{(2)}_m(p,t_0) = -i \sum_n e^{-iE_m t_0} e^{iF_{p,n} t_s} a_g(t_s) \times \int \int d\tau'' b_m(t_0,t'') b_n(t'',t_s) e^{i(E_m - E_n) t''} e^{-\frac{1}{2} \int t'' \left( p + A(\tau) \right)^2 d\tau} \text{Int}_1(p,t''). \quad (4.10)
$$

4.3.1 Models for the initial orbital and the interaction potential

In order to evaluate this analytically, however, we need reasonable models for both prefactors. These models should be as easy to handle as possible to ensure that the transverse integrals remain analytically accessible, while at the same time capturing the essence of the probable dependence of both factors and remaining general enough that they are applicable to as wide a range of cases as possible.

For the $R$ factor we have already such a satisfactory model, in the form of the explicit calculation we made in the case of a hydrogenic orbital. Since the $R$ factor depends only on the values of the Dyson orbital’s wavefunction at the spherical boundary of radius $a$, far away from the molecule, it can always be expressed as a sum of such hydrogenic states, which have well-defined angular momentum properties. Further, unless the Dyson
orbital has a fairly complicated angular dependence, there will typically be rather few such hydrogenic states with significant contributions. However, in what follows we will not perform this expansion and consider instead a single hydrogenic orbital; the general result will then follow automatically by linearity. Our ansatz for the $R$ factor is then given by equation (3.21),

$$R_n(k) = K(k\parallel)e^{im\phi_k}(\frac{k_\perp}{\kappa})^{|m|},$$

(4.11)

for some integer $m$.

For the correlation potential we will adopt a similar strategy. Being after all an electrostatic potential, $\langle V(r) \rangle$ as a function of position can quite meaningfully be expanded in a multipole expansion [12, pp. 145-150]. We will thus treat a pure multipolar field,

$$\langle V(r) \rangle = \frac{Q_{\lambda\mu}}{r^{\lambda+1}} Y_{\lambda\mu}(\theta, \phi_r),$$

(4.12)

where $\lambda$ and $\mu$ are integers with $-\lambda \leq \mu \leq \lambda$; the general case then also follows by linearity and one generally hopes that only a few multipole terms will have significant contributions. If one already has the functional dependence of the potential $\langle V(r) \rangle$ then the multipoles can be recovered from it by integration; otherwise, the moments are best obtained by applying the expansion in spherical harmonics [12, p. 111] before taking the matrix elements:

$$\langle \sum_i \frac{1}{|r - r_i|} \rangle = \left\langle \sum_i \sum_{\lambda=0}^{\infty} \sum_{\mu=-\lambda}^{\lambda} \frac{4\pi}{2\lambda + 1} \frac{r_i^\lambda}{r^{\lambda+1}} Y_{\lambda\mu}(\theta, \phi) Y_{\lambda\mu}(\theta_i, \phi_i)^* \right\rangle = \sum_{\lambda=0}^{\infty} \sum_{\mu=-\lambda}^{\lambda} \frac{4\pi}{2\lambda + 1} \frac{Y_{\lambda\mu}(\theta, \phi)}{r^{\lambda+1}} \left\langle \sum_i r_i^\lambda Y_{\lambda\mu}(\theta_i, \phi_i)^* \right\rangle,$$

and therefore

$$\langle V(r) \rangle = \langle m(t_0, t'') \rangle \left( \sum_i \frac{1}{|r - r_i|} - \langle n(t'') \rangle \sum_i \frac{1}{|r - r_i|} \langle n(t'') \rangle \right) \langle n(t'', t_s) \rangle$$

$$= \sum_{\lambda=0}^{\infty} \sum_{\mu=-\lambda}^{\lambda} \frac{4\pi}{2\lambda + 1} \frac{Y_{\lambda\mu}(\theta, \phi)}{r^{\lambda+1}} \left[ \langle m(t_0, t'') \rangle \sum_i r_i^\lambda Y_{\lambda\mu}(\theta_i, \phi_i)^* \langle n(t'', t_s) \rangle - \langle m(t_0, t'') \rangle \langle n(t'') \rangle \sum_i r_i^\lambda Y_{\lambda\mu}(\theta_i, \phi_i)^* \langle n(t'') \rangle \right].$$

The multipole moments $Q_{\lambda\mu}$ can thus be read off as the factors in square brackets, and they constitute a very specific question to ask of the numerical effort to calculate the quasi-

\footnote{It is important to note, however, that the relative importance of the different terms in a multipolar series of the form $\Phi(r) = \sum_{l,m} Q_{lm} r^{-(l+1)} Y_{lm}(\theta, \phi)$ depends on the distance $r$ from the system, so that our assertion that only few terms will contribute will need to be reevaluated once we restore the multipolar series and evaluate the radius $r$ at the classical trajectory’s parallel component, to account for how large the radius actually is.}
static eigenstates and their sub-cycle propagation, particularly since they can be reduced to linear combinations of the multipole moments of the basis functions of the numerical method.

Before we dive into the calculation, a word about the physical content of the models we have postulated, (4.11) and (4.12), is in order. In particular, we have chosen both an initial state and a transition with well-defined angular momentum properties, which shifts the paradigm from the (linear) momentum transfers mentioned at the end of section 4.2 to the transfer of angular momentum about the axis of laser polarization. Both these views are of course equivalent - they simply reflect different bases to use for the transverse coordinates - but we will find the phase-matching associated with the transfers far more accessible and physically clear. Finally, we note that by taking an initial state with angular momentum $m$ and a transition of angular momentum $\mu$ out of the ionic state, we impose an angular momentum of $m+\mu$ on the outgoing wavefunction, which has a definite and visible effect (see for instance equation (4.45)).

4.3.2 Coordinate representation for the integral

Now that we have both our Ansätze, then, we can formulate a concrete goal for our calculation: using cylindrical coordinates, $(\rho, \phi_r, z)$ and $(k_\perp, \phi_k, k_\parallel)$, for both integrals (though borrowing the spherical coordinates $\theta$ and $r$) with the laser polarization towards positive $z$ we have

$$
\text{Int}_1(p, t'') = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} \rho \, d\rho \int_{0}^{2\pi} d\phi_r \int_{-\infty}^{\infty} dk_\parallel \int_{0}^{\infty} k_\perp \, dk_\perp \int_{0}^{2\pi} d\phi_k e^{i(k-p)\cdot r} \\
\times K(k_\parallel) e^{im\phi_k} \left(\frac{k_\perp}{k}\right)^{|m|} \frac{Q\lambda}{r^{\lambda+1}} \mathcal{Y}_{\lambda\mu}(\theta, \phi_r) e^{-\frac{i}{2} \int_{t''}^{t'''} (k+A(r))^2 dr} e^{-iW_{\text{Coul}}_{mn}(r,k,t'').}
$$

We will now drop the Coulomb correction $e^{-iW_{\text{Coul}}_{mn}(r,k,t'')}$, since it depends nonlinearly on the ionic potential and thus completely impedes further progress. In a variation of the saddle-point method, though, we will analytically evaluate the remaining integrals and after an analysis of where the main contributions to the transverse integrals come from will form suitable saddle-point approximations for this slow factor. However, such an analysis will be left out of this work for reasons of time.

Expanding now all the factors, including the identity $Y_{\lambda\mu}(\theta, \phi_r) = \frac{N_{\lambda\mu}}{\sqrt{2\pi}} P_{\lambda}(\cos(\theta)) e^{i\mu\phi_r}$ for the spherical harmonic, we find that

$$
\text{Int}_1(p, t'') = \frac{1}{(2\pi)^3} \frac{Q\lambda}{\sqrt{2\pi} k_\parallel|m|} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dk_\parallel \mathcal{K}(k_\parallel) e^{i(k_\parallel-p_1)\cdot z} e^{-\frac{i}{2} \int_{t''}^{t'''} (k_\parallel+A_1(r))^2 dr} \\
\times \int_{0}^{\infty} d\theta \frac{\rho}{r^{\lambda+1}} N_{\lambda\mu} P_{\lambda}(\cos(\theta)) \int_{0}^{\infty} d\phi_k \frac{k_\perp^{m+1}}{k_\parallel^{m+1}} e^{-\frac{i}{2} (t''-t_*) k_\perp^2} \\
\times \int_{0}^{2\pi} d\phi_r e^{-ip_\perp \rho \cos(\phi_r-\phi_p)} e^{i\mu\phi_r} \int_{0}^{2\pi} d\phi_k e^{i\mu\phi_k}. \quad (4.14)
$$

We face here four hurdles in the form of the four transverse integrals, in $\phi_k$, $\phi_r$, $k_\perp$ and $\rho$, ...
of which the first three are relatively simple whilst the fourth will be more involved and will require further approximations and decompositions.

The first two, however, are both versions of Bessel’s first integral [12, p. 140], which serves as a definition for the Bessel functions of integer order as good as any other:

\[ J_\nu(z) = \frac{1}{2\pi i} \int_0^{2\pi} e^{iz\cos(\phi)} e^{i\nu\phi} d\phi. \]  

(4.15)

In order to get a uniform representation with respect to reflections in the \(x-z\) plane (i.e. change of sign in \(m\) and \(\mu\)), we will use this in the form \(\frac{1}{2\pi} \int_0^{2\pi} e^{iz\cos(\phi)} e^{i\nu\phi} d\phi = i^{\nu|m|} J_{|m|}(z)\).

The first integral must be offset by \(\phi_r\), which brings an additional phase into the \(\phi_r\) integral, after which the last line of equation (4.14) reads

\[
2\pi i^{m|m|} J_{|m|}(k_\perp \rho)e^{+(m+\mu)(\phi_r+\pi)} \int_0^{2\pi} e^{i\rho_\perp \rho \cos(\phi_r-\phi_r-\pi)} e^{i(m+\mu)(\phi_r-\phi_r-\pi)} d\phi_r
\]

\[
= (2\pi)^2 i^{m|m|+m+\mu} e^{i(m+\mu)(\phi_r+\pi)} J_{|m|}(k_\perp \rho) J_{m+\mu}(\rho_\perp \rho).
\]

We will now tackle the integral over \(k_\perp\). To set this up, we first simplify our current results using the identity \((-1)^{m+\mu}i^{m+\mu} = (-i)^{|m|+\mu}\), and we introduce the shorthand

\[ \xi = i(t'' - t_s), \]  

(4.16)

which as we saw in the last section will be a positive real number in the integration path.\(^2\)

With this, then, we have

\[
\text{Int}_1(p, t'') = \frac{i^{m|m}(-i)^{|m|+\mu}}{(2\pi)^{3/2}} \frac{Q_{\lambda \mu}}{\kappa^{m|m}} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dk_\parallel K(k_\parallel) e^{i(k_1-\rho_\parallel)z} e^{-\frac{i}{2} J_{\nu}(k_1+\Lambda_{\parallel}(\tau))} d\tau 
\]

\[
\times e^{i(m+\mu)\phi_r} \int_0^{\infty} d\rho \frac{\rho}{\rho^{m+1}} N_{\lambda \mu} P_{\lambda}(\cos(\theta)) J_{m+\mu}(\rho_\perp \rho) 
\]

\[
\times \int_0^{K_{\perp}^{m|m+1}} e^{-\frac{1}{2} \xi k_\perp^2} J_{|m|}(k_\perp \rho) dk_\perp.
\]  

(4.17)

Although this integral looks complicated, it can be done analytically and can be found, e.g. in Gradshteyn and Ryzhik [13, p. 706, eq. 6.631.4]:

\[
\int_0^{\infty} x^\nu e^{-\alpha x^2} J_\nu(\beta x) dx = \frac{\beta^\nu}{(2\alpha)^{\nu+1}} e^{-\frac{\beta^2}{4\alpha}}.
\]  

(4.18)

We will accept this as true for now, though later on we will prove a stronger version of this result. The result of the \(k_\perp\) integral is then \(\frac{\rho^{m|m}}{\xi^{m+1}} e^{-\frac{\tau^2}{4\rho^2}}\), which expresses the general principle that Fourier transforms of gaussian functions are again gaussian, with reciprocal widths. (On the other hand, equation (4.18) can be seen as simply a Laplace transform of a Bessel function.) Substituting this result in, we are now left with the expression

\(^2\)It is probably advisable for the reader to keep a note of this shorthand on a readily accessible place. We note also that this differs from the \(x_i\) used in Ref. [2], which is equal to \(\tau_r - \xi\) in this setting.
\[
\text{Int}_1(p,t) = \frac{i |m| (-i)^{|m|+\mu|}}{(2\pi)^{3/2}} \frac{Q_{\lambda \mu}}{\kappa |m|} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dk ||K(k||) e^{i(k|| - p||)z} e^{-\frac{i}{2} \mu''_{\lambda}(k|| + A_{\lambda}(r))^2} d\tau \times \\
\times e^{i(m+\mu) \phi_p} \int_0^{\infty} N_{\lambda \mu} P_{\lambda}^{m+\mu}(\cos(\theta)) \rho^{m+|1|} e^{-\frac{1}{2} \rho^2 \sigma^2} J_{m+\mu}(p_\perp \rho) d\rho.
\]

4.3.3 Series representation for the interaction potential

Unfortunately, as it stands the integral over \( \rho \) is not analytically tractable. It is structurally quite similar to the \( k_\perp \) integration except for the rather more complicated prefactor of

\[
N_{\lambda \mu} P_{\lambda}^m(\cos(\theta)) / r^{\lambda+1},
\]

which makes it too complicated to handle. To deal with this, we will use the approximation of small tunnelling angles to reduce the integral to something more manageable.

The key insight of this approximation is that near the negative-\( z \) pole of the unit sphere, the associated Legendre function, originally brought in by the electrostatic interaction, behaves like

\[
P_{\lambda}^{m}(\cos(\theta)) \propto \sin^{m+\mu}(\theta),
\]

and multiplying both numerator and denominator by \( r^{|m|} \) then changes the Legendre function to a factor of \( \rho^{|m|} \), with which integration can proceed.

To bring this on a more formal footing, we note that the associated Legendre function, given for positive \( \mu \) by [10, eq. 14.7.8]

\[
P_{\lambda}^{\mu}(\cos(\theta)) := \frac{(-1)^\mu}{2^\lambda \lambda!} \sin^\mu(\theta) \frac{d^{\lambda+\mu}}{d(\cos(\theta))^{\lambda+\mu}} (\cos^2(\theta) - 1)^\lambda
\]

is given by the power of \( \sin(\theta) \) mentioned above multiplied by a polynomial in \( \cos(\theta) \) which is nonzero for \( \theta = \pi \). Explicit representations for this polynomial are relatively hard to come by, as are series expansions around the poles of the unit sphere. Nevertheless, a useful expansion can be found in refs. [14, p. 54] and [10, eq. 14.3.4], given by

\[
P_{\lambda}^{\mu}(x) = (-1)^\mu \left(1 - x^2\right)^{\mu/2} \left(\frac{\lambda + \mu)!}{2^\mu \mu! (\lambda - \mu)!}\right)^{\frac{1}{2} F_1} \left(\mu - \lambda, \mu + \lambda + 1; \mu + 1; \frac{1 - x}{2}\right),
\]

where \( \mu \geq 0 \) and \( 2 F_1 \) is Gauss’s hypergeometric function.

Mathematical Aside 4.1. The (Gauss) hypergeometric function

In essence, hypergeometric functions are those power series

\[
f(z) = \sum_{n=0}^{\infty} c_n z^n
\]

for which the ratio of successive coefficients is a rational function of \( n \): that is,
power series that satisfy a relation of the form

\[
\frac{c_{n+1}}{c_n} = \frac{A(n)}{B(n)}
\]

for polynomials \( A \) and \( B \). Since this includes many common coefficients such as factorials, powers and rational functions, hypergeometric functions include most of the special functions of mathematical physics.

This property is in fact a strong restriction on \( f \); we will now give a short account of how this comes about as well as some basic properties, to help readers not familiar with these functions get a working grasp on them. (For more details we refer the reader to the standard texts by Askey [15] and Erdelyi [16], or for a summary of results to the Digital Library of Mathematical Functions [10, chapter 15].)

After appropriate rescalings, one can suppose that both polynomials \( A \) and \( B \) have unit leading coefficients and that the initial term in the series is also 1. Putting in the factors of the polynomials this means a relation of the form

\[
c_{n+1} = \frac{(a_1 + n) \cdots (a_p + n)}{(b_1 + n) \cdots (b_q + n)} \frac{c_n}{n+1}
\]

(4.21)

holds. (It is standard practice to include \( n+1 \) as a factor of \( B \); this can be undone by including it as a factor of \( A \).) This is enough to completely specify the series: we know the first term and can get each coefficient from the last. Thus,

\[
f(z) = 1 + \frac{a_1 \cdots a_p}{b_1 \cdots b_q} \frac{z}{1!} + \frac{a_1(a_1 + 1) \cdots a_p(a_p + 1)}{b_1(b_1 + 1) \cdots b_q(b_q + 1)} \frac{z^2}{2!} + \cdots.
\]

We see then that \( f \) is essentially determined by the \( p + q \) complex numbers \( a_1, \ldots, a_p \) and \( b_1, \ldots, b_q \), which are the zeros of \( A \) and \( B \) up to a sign. The series above is called the generalized hypergeometric function and is usually denoted \( {}_pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) \); note the semicolons separating arguments of different types. This can be brought into more convenient terminology by introducing the Pochhammer symbol

\[
(a)_n = \frac{\Gamma(a + n)}{\Gamma(a)} = a(a + 1) \cdots (a + n - 1) \quad \text{with} \quad (a)_0 = 1,
\]

(4.22)

in terms of which one can write

\[
{}_pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{z^n}{n!}
\]

(4.23)

This series converges everywhere when \( p \leq q \) and nowhere when \( p > q + 1 \). When \( p = q + 1 \) it converges in general only for \( |z| < 1 \) and it can be analytically
continued to the whole complex plane; in that case it has a branch point at \( z = 1 \) whose branch cut is usually taken on the interval \([1, \infty)\).

One must also note that if \( b \) is a negative integer then \((b)_n\) is zero for all sufficiently large \( n \) and therefore \( \,_{p}F_{q}(z) \) is not defined if any of the \( b_i \) are zero or a negative integer. Similarly, if any of the \( a_i \) is a negative integer then the series terminates and the hypergeometric function is a polynomial, one instance of which is our particular example, eq. (4.20). This is also the reason for the restriction to \( \mu \geq 0 \) in our example.

The hypergeometric function most commonly encountered in mathematical physics is the gaussian hypergeometric function \( \,_{2}F_{1}(a, b; c; z) \), so named since Gauss pioneered the study of the corresponding series. This has a profound reason: using the identity \( z \frac{d}{dz} z^n = nz^n \), the recurrence relation (4.21) can be rephrased as

\[
\left( c - 1 + z \frac{d}{dz} \right) z \frac{d}{dz} c_{n+1} z^{n+1} = \left( a + z \frac{d}{dz} \right) \left( b + z \frac{d}{dz} \right) c_n z^n,
\]

which when summed over \( n \) means that \( w = \,_{2}F_{1}(z) \) solves the differential equation

\[
\left( c - 1 + z \frac{d}{dz} \right) z \frac{d}{dz} (w - 1) = \left( a + z \frac{d}{dz} \right) \left( b + z \frac{d}{dz} \right) w,
\]

or equivalently

\[
z(1 - z) \frac{d^2 w}{dz^2} + [c - (a + b + 1)z] \frac{dw}{dz} - ab w = 0. \tag{4.24}
\]

This differential equation (called, not surprisingly, the hypergeometric equation) is important for mathematical physics in its generality: it is in essence the only second-order differential equation with up to three regular singular points, a characteristic which describes most equations described in practice. Thus most special functions of physics are particular cases of this hypergeometric function. This broad generality, on the other hand, also precludes the possibility of simple insights into its properties, since they cover much of the range of what is physically possible.

Returning now to our problem, the expansion (4.20) now allows us to expand the Legendre function in the potential term \( N_{\lambda \mu} P_{\lambda}^{\mu} (\cos(\theta))/r^{\lambda+1} \) as a series of terms of which only the first few will be important in the approximation of small tunnelling angles.

Here we note briefly that first a small change is needed, since the expansion above describes small deviations from the north pole of the sphere, at which \( \cos(\theta) = 1 \). We use, therefore, the reflection formula [10, eq. 14.7.17]

\[
P_{\lambda}^{\mu}(x) = (-1)^{\lambda-\mu} P_{\lambda}^{\mu}(-x).
\]
We also use the fact that in the branch with $z < 0$ we can write \( \cos(\theta) = z/r = z/\sqrt{z^2 + \rho^2} = -1/\sqrt{1 + \rho^2/z^2} \).

With both these ingredients, then, we can reformulate the potential term as

\[
N_{\lambda\mu} P_{\lambda}^{\mu}(\cos(\theta)) = \frac{\rho^\mu}{r^{\lambda+\mu+1}} \frac{(-1)^\lambda}{2^\mu\mu!} \sqrt{\frac{(2\lambda + 1)(\lambda + \mu)!}{2(\lambda - \mu)!}} \times 2F_1 \left( \mu - \lambda, \mu + \lambda + 1; \mu + 1; - \frac{1}{2} - \frac{1}{2 \sqrt{1 + \rho^2/z^2}} \right)
\]

for \( \mu \geq 0 \). This now needs only two adjustments, the first of which is the lifting of this last restriction by applying the reflection formula

\[
P_{\lambda}^{(-\mu)}(x) = (-1)^\mu \frac{(\lambda - \mu)!}{(\lambda + \mu)!} P_{\lambda}^{\mu}(x)
\]
to get for negative \( \mu \)

\[
i^\mu N_{\lambda\mu} P_{\lambda}^{\mu}(\cos(\theta)) = (-i)^\mu \frac{(2\lambda + 1)(\lambda + \mu)!}{2(\lambda - \mu)!} P_{\lambda}^{(-\mu)}(\cos(\theta)) = i^{|\mu|} N_{\lambda|\mu|} P_{\lambda}^{|\mu|}(\cos(\theta)),
\]

and thus a direct way to apply our previous results, which now read

\[
i^\mu N_{\lambda|\mu|} P_{\lambda}^{|\mu|}(\cos(\theta)) = \frac{\rho^{|\mu|}}{r^{\lambda+|\mu|+1}} \frac{(-1)^{|\mu|}}{2^{|\mu|}|\mu|!} \sqrt{\frac{(2\lambda + 1)(\lambda + |\mu|)!}{2(\lambda - |\mu|)!}} \times 2F_1 \left( |\mu| - \lambda, |\mu| + \lambda + 1; |\mu| + 1; - \frac{1}{2} - \frac{1}{2 \sqrt{1 + \rho^2/z^2}} \right).
\]

for \(-\lambda \leq \mu \leq \lambda\).

The second adjustment is somewhat more serious, and it reflects the fact that since we are applying the small-angles approximation in cylindrical coordinates we would ideally like to get a series in \( \rho/z \) and not in \( 1 + \cos(\theta) \). Making things worse, the relatively complicated dependence of the argument of the hypergeometric function is compounded with the presence of the term \( r^{-(\lambda+|\mu|+1)} = (z^2 + \rho^2)^{-(\lambda+|\mu|+1)/2} \). Both these shortcomings we will solve in an obvious fashion: after factoring out the main dependence, as \((-z)^{-(\lambda+|\mu|+1)}\), of the radial term (where the minus sign comes from the fact that for an electric field along the \(+z\) axis, the electron tunnels towards negative \( z \)), we will ask for a series representation of the combined factor:

\[
2F_1 \left( |\mu| - \lambda, |\mu| + \lambda + 1; |\mu| + 1; - \frac{1}{2} - \frac{1}{2 \sqrt{1 + \rho^2/z^2}} \right) \left( 1 + \frac{\rho^2}{z^2} \right)^{\lambda+|\mu|+1} = \sum_{j=0}^{\infty} \text{Coef}(\lambda, |\mu|; j) \frac{\rho^{2j}}{z^{2j}}.
\]

where in the small-tunnelling-angles approximation we expect, in fact, only the first term to contribute appreciably. The subleading term can be used to correct the results if needed
and to corroborate the approximation is correct.

Although this implicit definition of the series coefficients Coef(λ, |μ|; j) looks quite convoluted, they can be easily implemented using Wolfram Mathematica’s \(^3\) Series function to calculate a list of the coefficients in the series up to some specified cutoff:

\[
\text{Out}[4] = \begin{cases}
\text{Coef} \left[ \lambda, \mu, \lambda + 1, \mu + 1, \frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{1}{2} \right] \left( 1 + \frac{\Delta}{\varepsilon^2} \right)^{\frac{1}{2}} + \left( \rho, 0, -1, 2 \text{ numberofterms} \right) \\
\text{Out}[5] = \text{Series} \left[ \frac{1}{4 \pi (\lambda - |\mu|)!} \sqrt{\frac{(2 \lambda + 1)(\lambda + |\mu|)!}{4 \pi (\lambda - |\mu|)!}} \left( 1 + \frac{\Delta}{\varepsilon^2} \right)^{\frac{1}{2}} + \left( \rho, 0, -1, 2 \text{ numberofterms} \right) \right] \end{cases}
\]

the first few outputs of which are

\[
\begin{align*}
\text{Out}[4] & = \text{Series} \left[ \frac{1}{4 \pi (\lambda - |\mu|)!} \sqrt{\frac{(2 \lambda + 1)(\lambda + |\mu|)!}{4 \pi (\lambda - |\mu|)!}} \left( 1 + \frac{\Delta}{\varepsilon^2} \right)^{\frac{1}{2}} + \left( \rho, 0, -1, 2 \text{ numberofterms} \right) \right] \\
\text{Out}[5] & = \text{Series} \left[ \frac{1}{4 \pi (\lambda - |\mu|)!} \sqrt{\frac{(2 \lambda + 1)(\lambda + |\mu|)!}{4 \pi (\lambda - |\mu|)!}} \left( 1 + \frac{\Delta}{\varepsilon^2} \right)^{\frac{1}{2}} + \left( \rho, 0, -1, 2 \text{ numberofterms} \right) \right] \\
\text{Out}[6] & = \text{Series} \left[ \frac{1}{4 \pi (\lambda - |\mu|)!} \sqrt{\frac{(2 \lambda + 1)(\lambda + |\mu|)!}{4 \pi (\lambda - |\mu|)!}} \left( 1 + \frac{\Delta}{\varepsilon^2} \right)^{\frac{1}{2}} + \left( \rho, 0, -1, 2 \text{ numberofterms} \right) \right]
\end{align*}
\]

and can be checked by hand to be the correct coefficients.

### 4.3.4 The final transverse integral

This solves at a stroke our previous problems with the integral over ρ in equation (4.19), which can now be reduced to a far simpler form in which the only change from the (manageable) \(k_\perp\) integral is an increased power of the integral variable:

\[
\text{Int}_1(p, t'') = i^{m+|\mu|+|\mu|+\mu} \frac{\Delta^{\lambda+m}}{2^m |\mu|!} \sqrt{\frac{(2 \lambda + 1)(\lambda + |\mu|)!}{4 \pi (\lambda - |\mu|)!}} \left( 1 + \frac{\Delta}{\varepsilon^2} \right)^{\frac{1}{2}} + \left( \rho, 0, -1, 2 \text{ numberofterms} \right)
\]

\[
\times \sum_{j=0}^{\infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{d\zeta}{\varepsilon^{2j+1}} \frac{\int_{-\infty}^{\infty} d\kappa \|\mathbf{K}^{(k)}\|}{(-\varepsilon^{2j+1})^{\lambda+|\mu|+2j+1}} e^{i(k \cdot p - \mu \cdot \phi_\rho)} e^{-\frac{i}{2} \int_{\kappa}^{\mu} (k \cdot A_\xi(\tau))^2 d\tau} e^{-\frac{i}{2} \int_{\kappa}^{\mu} (k \cdot A_\xi(\tau))^2 d\tau}
\]

\[
\times \text{Coef}(\lambda, |\mu|; j) \int_{0}^{\infty} \frac{\rho^{m+|\mu|+2j+1}}{\xi^{m+1}} e^{-\frac{1}{|\mu|} \rho^2} J_{m+|\mu|}(p\cdot \rho) d\rho.
\]

Our task is now, therefore, to calculate in this approximation the remaining transverse integral, which can be expressed as

\[
\text{Int}_2(p, t'') = \int_{0}^{\infty} \frac{\rho^{m+|\mu|+2j+1}}{\xi^{m+1}} e^{-\frac{1}{|\mu|} \rho^2} J_{m+|\mu|}(p\cdot \rho) d\rho.
\]

\(^3\)All the results in this work were computed with Wolfram Mathematica 8.0.4.0 running on Microsoft Windows (64-bit).
This integral can again be found in Gradshteyn and Ryzhik [13, eq. 6.631.1], but in the interest of demistifying our later results and in the spirit that whatever calculations can be done should be done, we will calculate it directly. Additionally, it contains our earlier integral (4.18) as a special case.

**Mathematical Aside 4.2. Explicit calculation of the \( \rho \) integral**

The calculation, given the rather esoteric-looking result, is in fact quite prosaic, and simply uses the series expansion [10, eq. 10.2.2] of the Bessel function:

\[
\int_0^\infty x^k e^{-ax^2} J_\nu(\beta x) dx = \int_0^\infty x^k e^{-ax^2} \left( \frac{1}{2} \beta x \right)^\nu \sum_{n=0}^\infty (-1)^n \frac{\left( \frac{1}{2} \beta x \right)^{2n}}{k! \Gamma(\nu + n + 1)} dx
\]

\[
= \sum_{n=0}^\infty (-1)^n \frac{\left( \frac{1}{2} \beta \right)^{2n+\nu}}{k! \Gamma(\nu + n + 1)} \int_0^\infty x^{k+\nu+2n} e^{-ax^2} dx
\]

\[
= \sum_{n=0}^\infty \frac{(-1)^n}{2} \frac{\left( \frac{1}{2} \beta \right)^{2n+\nu}}{k! \Gamma(\nu + n + 1)} \left( \frac{k+\nu+2n+1}{2} \right)^n
\]

\[
= \frac{\beta^\nu}{2^{\nu+1}} \frac{\Gamma\left( \frac{k+\nu+1}{2} \right)}{\Gamma(\nu+1)} \sum_{n=0}^\infty \frac{\Gamma(\nu+1)}{\Gamma(\nu + n + 1)} \frac{\Gamma\left( \frac{k+\nu+1}{2} + n \right)}{\Gamma\left( \frac{k+\nu+1}{2} \right)} \frac{1}{k!} \left( -\frac{\beta^2}{4\alpha} \right)^n
\]

Thus it is possible to express our integral as a hypergeometric function of type \( _1F_1 \). This is known as the confluent hypergeometric function (also called the Kummer function and sometimes denoted \( M(a, b, z) \) or \( \Phi(a, b, z) \)), because it can be obtained from the gaussian hypergeometric function by the limit process

\[
_1F_1(a; c; z) = \lim_{b \to \infty} 2_1F_1 \left( a, b; c; \frac{z}{b} \right),
\]

which merges the singularities of the latter at \( z = 1 \) and \( z = \infty \) into a single one at \( \infty \).

If we now substitute the values \( k = |m| + |\mu| + 2j + 1 \), \( \nu = |m + \mu| \), \( \alpha = 1/2\xi \) and \( \beta = p_\perp \) into our result (4.29), we obtain, then,

\[
\text{Int}_2(p_\perp, t'') = 2^{\frac{|m|+|\mu|+|m+\mu|}{2} + j} \xi^{\frac{|m+\mu|+|\mu|-|m|+j}{2}} \left[ \frac{m+\mu j}{p_\perp} \right] \frac{\Gamma\left( \frac{|m|+|\mu|+|m+\mu|}{2} + j + 1 \right)}{\Gamma(\nu + 1)} \times _1F_1 \left( \frac{|m| + |\mu| + |m + \mu|}{2} + j + 1; |m + \mu| + 1; 1 - \frac{1}{2} \xi p_\perp^2 \right).
\]

To elucidate this relatively complex expression, we tackle first the complicated combinations of absolute values of \( m \) and \( \mu \), one of which has already appeared in the phase of equation (4.27). We do this on a case-by case basis, dealing first with the symmetric combinations \( \frac{1}{2} (|m| + |\mu| - |m + \mu|) \) and \( \frac{1}{2} (|m| + |\mu| + |m + \mu|) \):
If \( m \mu \geq 0 \), i.e. if \( m \) and \( \mu \) have the same sign, without loss of generality we may assume that \( m = |m| \geq |\mu| = \mu \geq 0 \), in which case

\[
\begin{align*}
&\frac{1}{2} (|m| + |\mu| - |m + \mu|) = \frac{1}{2} (m + \mu - (m + \mu)) = 0 \quad \text{and} \\
&\frac{1}{2} (|m| + |\mu| + |m + \mu|) = \frac{1}{2} (m + \mu + (m + \mu)) = m + \mu = |m + \mu|.
\end{align*}
\]

If \( m \mu \leq 0 \), then without loss of generality we assume that \( m = |m| \geq |\mu| = -\mu \geq 0 \), so that

\[
\begin{align*}
&\frac{1}{2} (|m| + |\mu| - |m + \mu|) = \frac{1}{2} (m - \mu - (m + \mu)) = -\mu = |\mu| = \min\{|m|, |\mu|\} \quad \text{and} \\
&\frac{1}{2} (|m| + |\mu| + |m + \mu|) = \frac{1}{2} (m - \mu + (m + \mu)) = m = (m + \mu) - \mu = |m + \mu| + \\
&\quad \min\{|m|, |\mu|\}.
\end{align*}
\]

For the asymmetric combination \( \frac{1}{2} (|m + \mu| + |\mu| - |m|) \) we are somewhat more restricted and we therefore have

If \( m \mu \geq 0 \) we can assume \( m \geq 0 \) and \( \mu \geq 0 \) so \( m + \mu \geq 0 \) and therefore

\[
\begin{align*}
&\frac{1}{2} (|m + \mu| + |\mu| - |m|) = \frac{1}{2} (m + \mu + m - \mu) = \mu = |\mu|.
\end{align*}
\]

The case \( m \mu \leq 0 \) is slightly more complicated since the cases \( |m| \geq |\mu| \) and \( |m| \leq |\mu| \) yield different results:

- if (without loss of generality) \( m = |m| \geq |\mu| = -\mu \geq 0 \) then
  \[
  \frac{1}{2} (|m + \mu| + |\mu| - |m|) = \frac{1}{2} (m + \mu - \mu - m) = 0,
  \]
  whereas
- if (without loss of generality) \( \mu = |\mu| \geq |m| = -m \geq 0 \) then
  \[
  \frac{1}{2} (|m + \mu| + |\mu| - |m|) = \frac{1}{2} (m + \mu + m + \mu) = m + \mu = |m + \mu|.
  \]

To summarize, then, we have that

\[
\begin{align*}
\frac{|m| + |\mu| - |m + \mu|}{2} &= \begin{cases} 0 & \text{if } m \mu \geq 0, \\ \min\{|m|, |\mu|\} & \text{if } m \mu \leq 0; \end{cases} \\
\frac{|m| + |\mu| + |m + \mu|}{2} &= \begin{cases} |m + \mu| & \text{if } m \mu \geq 0, \\ |m + \mu| + \min\{|m|, |\mu|\} & \text{if } m \mu \leq 0; \end{cases} \\
\frac{|m + \mu| + |\mu| - |m|}{2} &= \begin{cases} |\mu| & \text{if } m \mu \geq 0, \\ |m + \mu| & \text{if } m \mu \leq 0 \text{ and } |m| \leq |\mu|, \\ 0 & \text{if } m \mu \leq 0 \text{ and } |\mu| \leq |m|. \end{cases}
\end{align*}
\]

A table of the first of these expressions is presented later on in table 4.1, along with a discussion of the physical significance of its appearance in our final results.

One particular feature of our result (4.30) that comes to light with this analysis is that the first two arguments of the hypergeometric function,

\[
a = \frac{|m| + |\mu| + |m + \mu|}{2} + j + 1 \quad \text{and} \quad b = |m + \mu| + 1,
\]
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differ only by the integer \( \nu = \frac{1}{2} (|m| + |\mu| - |m + \mu|) + j \). This is important, because it can easily be seen using computer algebra software that hypergeometric functions of the form \( {}_1F_1(b + \nu; b; z) \) are equal to the exponential \( e^z \) multiplied by a polynomial of degree \( \nu \) in \( z \). We will give two proofs of this fact: the first because of its intrinsic beauty and its connection to the deeper mathematics behind the hypergeometric function, and the second because it will allow us to obtain an explicit connection to the more straightforward Laguerre polynomials.

**Mathematical Aside 4.3. Proof by differential operator**

The key idea to the first proof is that due to a lucky cancellation the coefficient in front of \( z^n/n! \) in the series for \( {}_1F_1(b + \nu; b; z) \),

\[
\frac{(b + \nu)_n}{(b)_n} \frac{\Gamma(b + \nu + n)}{\Gamma(b + \nu)} \frac{\Gamma(b)}{\Gamma(b + n)} = \frac{(b + n)_\nu}{(b)_\nu},
\]

is a polynomial in \( n \), and not a rational function as is normally the case. We can therefore view the \( n \) inside the Pochhammer symbol \((b + n)_\nu\) as the eigenvalue of \( z^n \) under the differential operator \( z \frac{d}{dz} \), and replace \( n \) by the operator:

\[
\frac{(b + \nu)_n}{(b)_n} \frac{z^n}{n!} = \frac{(b + z \frac{d}{dz})_\nu}{(b)_\nu} \frac{z^n}{n!}.
\]

We can then sum over \( n \) to get \( {}_1F_1(b + \nu; b; z) \) on the left-hand side, while on the right-hand side the differential operator is independent of \( n \) and can be factored out to leave the series for the exponential \( e^z \):

\[
{}_1F_1(b + \nu; b; z) = \frac{(b + z \frac{d}{dz})_\nu}{(b)_\nu} e^z. \tag{4.32}
\]

This is a slight abuse of notation, but it is clearly an exponential times a polynomial of degree \( \nu \) in \( z \) and it yields us a beautiful, Rodrigues-like expression for said polynomial.

This result, along with similar ones seen in the classical theory of hypergeometric functions [16, p. 59], is an expression of the deep connections between both the general and the confluent hypergeometric functions and the theory of operator calculus [17, 18].

The second proof uses more standard techniques for factoring out the exponential dependence, which we can and should handle separately, from the more interesting polynomial dynamics; in particular it relies on Kummer’s transformations for hypergeometric functions.
Mathematical Aside 4.4. Kummer’s transformation

We will now prove Kummer’s (first) transformation, which works essentially at the level of the hypergeometric differential equation (4.24) and is best seen as a way to obtain new solutions to the equation starting from known ones. As such, it reads

\[ \, _1F_1(a; b; z) = e^z \, _1F_1(b - a; b; -z). \quad (4.33) \]

**Proof.**

To bring the proof to the language of differential equations, we note that the function \( w = \, _1F_1(a; b; z) \) is the unique solution to the hypergeometric initial value problem [10, eq. 13.2.1]

\[ z \frac{d^2w}{dz^2} + (b - z) \frac{dw}{dz} - aw = 0 \quad \text{under} \quad w(0) = 1, \quad \frac{dw}{dz}(0) = \frac{a}{b}, \quad (4.34) \]

To prove the transformation formula, then, all we need to do is prove that \( \omega(z) = e^z w(-z) = e^z \, _1F_1(a; b; -z) \) solves the modified initial value problem corresponding to \( \, _1F_1(b - a; b; z) \):

\[
\begin{align*}
0 &= z \frac{d^2\omega}{dz^2} + (b - z) \frac{d\omega}{dz} - (b - a) \omega \\
&= ze^z \left( w(-z) - 2 \frac{dw}{dz}(-z) \right) \\
&\quad + (b - z)e^z \left( w(-z) - \frac{dw}{dz}(-z) \right) - (b - a)e^z w(-z) \\
&= (-e^z) \left( (-z) \frac{d^2w}{dz^2}(-z) + (b - (-z)) \frac{dw}{dz}(-z) - aw(-z) \right),
\end{align*}
\]

which is zero because \( w \) solves (4.34). As for the initial condition, \( \omega(0) = 1 \) is trivial and \( \frac{dw}{dz}(0) = e^0 \left( w(0) - \frac{dw}{dz}(0) \right) = 1 - \frac{a}{b} = \frac{b-a}{a} \) only slightly less so. Since they satisfy the same initial value problem, then, we must have \( \omega(z) = \, _1F_1(b - a; b; z) \), which completes the proof. \( \blacksquare \)

Applying Kummer’s transformation to our particular case, we have then that

\[
\begin{align*}
\, _1F_1 \left( \frac{|m| + |\mu| + |m + \mu|}{2} + j + 1; |m + \mu| + 1; \frac{1}{2} \xi p_{\perp}^2 \right)
&= e^{-\frac{1}{2} \xi p_{\perp}^2} \, _1F_1 \left( - \left( \frac{|m| + |\mu| - |m + \mu|}{2} \right) + j; |m + \mu| + 1; + \frac{1}{2} \xi p_{\perp}^2 \right).
\end{align*}
\]

Since the first argument of the confluent hypergeometric function on the right-hand side is the nonpositive integer \(-\nu\), for \( \nu = \frac{1}{2} \left( |m| + |\mu| - |m + \mu| \right) + j \geq 0 \), the right hand side is of the form of a polynomial of degree \( \nu \) times the desired exponential, and we get a new representation of the polynomial. This we can now simplify significantly by applying
the standard connection of the Laguerre polynomials to the hypergeometric functions [10, eq. 18.11.2],
\[ L_\mu^{(\alpha)}(x) = \frac{(\alpha + 1)_n}{n!} {}_1 F_1 (-n; \alpha + 1; x), \tag{4.35a} \]
adapted to our case as
\[ {}_1 F_1 \left( -\nu; \frac{1}{2} \xi^2 p^2_{\perp} \right) = \frac{\nu!}{(\nu + \mu + 1)_\nu} L_{\nu}^{(m+\mu)} \left( \frac{1}{2} \xi^2 p^2_{\perp} \right). \tag{4.35b} \]

We can then put all these results together to give a final expression for the \( \rho \) integral,
\[ \text{Int}_2(p_{\perp}, t'') = 2^{\frac{|m|+|\mu|}{2}} \Gamma \left( \frac{|m|+|\mu|}{2} + 1 \right) \times 2^j \Gamma \left( \frac{|m|+|\mu|}{2} + j \right) \]
\[ \times \xi^{\frac{|m|+|\mu|}{2} - |m| - j} p_{\perp}^{m+\mu} e^{-\frac{1}{2} \xi^2 p^2_{\perp}} L_{\nu}^{(m+\mu)} \left( \frac{1}{2} \xi^2 p^2_{\perp} \right). \tag{4.36} \]

Here we note once again that the factor of \( e^{-\frac{1}{2} \xi^2 p^2_{\perp}} \) expresses the principle that, up to simple prefactors, the Fourier transform of a gaussian function is again gaussian. Substituting this result into our original integral, we have then that
\[ \text{Int}_1(p, t'') = C_{m, \mu, \lambda} \frac{Q \lambda}{\kappa} e^{i(m+\mu) \phi p_{\perp} |m+\mu|} e^{-\frac{1}{2} \xi^2 p^2_{\perp}} \]
\[ \times \sum_{j=0}^\infty D_j^{m, \mu} \xi^{\frac{|m|+|\mu|}{2} - |m| - j} L_{\nu}^{(m+\mu)} \left( \frac{1}{2} \xi^2 p^2_{\perp} \right) \]
\[ \times \frac{1}{2\pi} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} d\| \| e^{\frac{K(k_{||})}{-(\nu + 2j + 1)} e^{i(k_{||} - p_{||})} z} e^{-\frac{1}{2} \xi^2 f_{||}''(k_{||} + A_{||}(\tau))^2 d\tau}, \tag{4.37} \]
where we have introduced the constants
\[ C_{m, \mu, \lambda} = \frac{j^{\frac{|m|+|\mu|}{2} + |m+\mu|}}{(-1)^{\lambda+m}} \frac{2^{\frac{|m|+|\mu|}{2} - |m|}}{\Gamma \left( \frac{|m|+|\mu|}{2} + 1 \right) \left( \lambda + |\mu| \right)!} \frac{(2\lambda + 1)(\lambda + |\mu|)!}{4\pi (\lambda - |\mu|)!} \tag{4.38a} \]
and
\[ D_j^{m, \mu} = 2^j \Gamma \left( \frac{|m|+|\mu|}{2} + 1 \right) \] Coef(\lambda, |\mu|; j), \quad so in particular \( D_0^{m, \mu} = 1. \tag{4.38b} \]

### 4.3.5 The parallel integral

We are now quite close to a final result for the combined spatial and momentum integrals embodied in the definition, eq. (4.9), of \( \text{Int}_1(p, t'') \), and we have only two loose ends to take care of. The first, and most evident, is the still unresolved parallel integral, over \( z \) and \( k_{||} \). This integral, however, we can lift directly from our previous saddle-point development. The calculation proceeds exactly as in the three-dimensional case, with the exception that
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the prefactors are now
\[
\frac{K(\parallel)}{(-z)^{\lambda+|\mu|+2j+1}} \approx \frac{1}{(-z)^{\lambda+|\mu|+2j+1}} \frac{K_0}{\sqrt{i(\parallel + A\parallel)(t_s)}} F(t_s)
\]
and do not vanish in the interval of interest. We can therefore adapt the final result (4.8) to the one-dimensional case as
\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dk_{\parallel} \frac{K(\parallel)}{(-z)^{\lambda+|\mu|+2j+1}} e^{i(k_{\parallel} - p_{\parallel})z} e^{-\frac{1}{2} \int_{t_s}^{t''} (k_{\parallel} + A_{\parallel}(\tau))^2 d\tau}
\]
\[
= \frac{1}{(-z_s(p_{\parallel}, t''))^{\lambda+|\mu|+2j+1}} \frac{K_0}{\sqrt{i(p_{\parallel} + A_{\parallel}(t_s))F(t_s)}} e^{-\frac{1}{2} \int_{t_s}^{t''} (p_{\parallel} + A_{\parallel}(\tau))^2 d\tau},
\]
(4.39)
where the position stationary point is given by
\[
z_s(p_{\parallel}, t'') = \int_{t_s}^{t''} (p_{\parallel} + A_{\parallel}(\tau)) d\tau.
\]
(4.40)

The second, minor loose end we must still cover is the gaussian factor \( e^{-\frac{1}{2} \xi p_{\perp}^2} \), which we transform into
\[
e^{-\frac{1}{2} \xi p_{\perp}^2} = e^{-\frac{1}{2} (t'' - t_s) p_{\perp}^2} = e^{-\frac{1}{2} \int_{t_s}^{t''} p_{\perp}^2 d\tau}
\]
by remembering the shorthand \( \xi = i(t'' - t_s) \). This factor can then be joined with the other exponentiated momentum integral to give the unified expression
\[
e^{-\frac{1}{2} \xi p_{\perp}^2} e^{-\frac{1}{2} \int_{t_s}^{t''} (p_{\parallel} + A_{\parallel}(\tau))^2 d\tau} = e^{-\frac{1}{2} \int_{t_s}^{t''} (p_{\parallel} + A_{\parallel}(\tau))^2 d\tau};
\]
it is important to keep in mind, however, that this new factor still represents the over-all gaussian dependence of the ionization yield on the transverse momentum.

### 4.3.6 Final results and analysis

All this gives, then, our final result for the integral we set out to calculate:
\[
\text{Int}_1(p, t'') = C_{m\mu} \frac{Q_{\lambda\mu}}{k^{m\mu}} K(p_{\parallel}) \phi_{\mu} p_{\perp}^{m+\mu} e^{-\frac{1}{2} \int_{t_s}^{t''} (p_{\parallel} + A_{\parallel}(\tau))^2 d\tau}
\]
\[
\times \sum_{j=0}^{\infty} \sum_{j=0}^{\infty} D_{m\mu}^{m\mu} \xi [m+\mu+|\mu|-|\mu|+j] \frac{F_{[m+\mu]-|\mu|+|\mu|+\mu]}{\sqrt{i[m+\mu]-|\mu|+\mu+j}} \left( \frac{1}{2} \xi p_{\perp}^2 \right).
\]
(4.41)

Before doing a full analysis of the physical features of this equation, we insert this result back into the expression (4.10) for the second-order ionization yield in which \( \text{Int}_1(p, t'') \)
first appeared, which we recall was

\[ a_m^{(2)}(p, t_0) = -i \sum_n e^{-iE_n t_0} e^{i(p \cdot s + s \cdot p)} a_g(t_s) \times \int dt'' b_m(t_0, t'') b_n(t'', t_s) e^{i(E_m - E_n)t''} e^{-\frac{i}{2} \int_{t''}^{t'} (p + A(t)) \cdot d\sigma} \text{Int}_1(p, t''). \]

(Here we use the symbol \( m \) to denote the channel \(|m\rangle\) to avoid confusion with the magnetic number \( m \) of the current section; we do the same for channel \(|n\rangle\) for consistency.) Before we jump in, we notice that the exponentiated momentum integrals again join up, which in particular makes the gaussian momentum dependence be independence of the interaction time \( t'' \); the relevant time constant is then the tunnelling time \( \tau_\tau = \text{Im}(t_s) \) as will be obvious shortly.

We also use this opportunity to impose a definite contour on the \( t'' \) time integral. Although there is still some doubt in the community as to exactly what contour is appropriate and particularly regarding how one can best justify mathematically the most physically meaningful contour choices, we will side-step those issues and use the standard choice of a contour from the starting ionization time, \( t_s \), down to its real part \( t_0 \), exactly as in the direct amplitude’s case.

Further, we now change variables to the imaginary part of the interaction time, and particularly to our old shorthand of \( \xi = i(t'' - t_s) \), in terms of which \( t'' = t_s - i\xi \). We have then that \( dt'' = -id\xi \), and if \( t'' \) goes from \( t_s = t_0 + i\tau_\tau \) to \( t_0 \), then \( \xi \) should go from 0 to \( \tau_\tau \). This gives us then

\[ a_m^{(2)}(p, t_0) = -ie^{-iE_m t_0} a_g(t_s) \sum_n e^{i(p \cdot s + s \cdot p)} C \langle m|n \rangle \left[ \frac{|m|}{|n|} \right] K(p) e^{i(m + \mu) \cdot p} \left| \frac{m + \mu}{|m|} \right| \times -i \sum_{j=0}^{\infty} D_j^{m\mu} \int_0^{\tau_\tau} b_m(t_0, t'') b_n(t'', t_s) Q_{\lambda \mu} \frac{\sum_j^{\infty} \int_0^{\tau_\tau} b_m(t_0, t'') b_n(t'', t_s) Q_{\lambda \mu} \left[ \frac{1}{2} \xi p_\perp^2 - \frac{1}{2} \xi (m + \mu) \cdot (n + \mu) \right] + j} \right] e^{i(E_m - E_n)t''} \xi \left| \frac{m + \mu}{|m|} \right| + j d\xi \quad \text{(4.42)} \]

In this integral we consider first the role of the Stark shifts and the multipole moment \( Q_{\lambda \mu} \), which also depends on the time \( t'' \) since it is a representation for the interaction potential \( \langle V(r, t'') \rangle \). Although we had factored out the Stark shifts and the phase-accumulating energies from the definition of \( \langle V(r, t'') \rangle \) and \( Q_{\lambda \mu} \) for clarity, we can put them back to realize that

\[ b_m(t_0, t'') b_n(t'', t_s) e^{i(E_m - E_n)t''} Q_{\lambda \mu}(t'') \]

\[ = e^{iE_m t_0} e^{-iE_n t_s} \left[ \langle m(t_0) | U^{N-1}(t_0, t'') \left( \sum_i r_i^\lambda Y_{\lambda \mu}(\theta_i, \phi_i)^* \right) U^{N-1}(t'', t_s) | n(t_s) \rangle - \langle m(t_0) | U^{N-1}(t_0, t_s) | n(t_s) \rangle \langle n(t'') | \sum_i r_i^\lambda Y_{\lambda \mu}(\theta_i, \phi_i)^* | n(t'') \rangle \right]. \]
Thus we see that given the numerical knowledge of the propagated eigenstates, it is best to simply take the multipole moment at times $t''$ halfway through the propagation between $t_s$ and $t_0$, and these can then be used to calculate the integral in (4.42) directly.

However, this point of view obscures dramatically the effect of the phase $e^{i(E_m - E_n)t''}$, which is turned into an exponential damping factor by virtue of the fact that integration is along the imaginary part of $t''$:

$$e^{i(E_m - E_n)t''} = e^{i(E_m - E_n)(t_0 + i(\tau_T - \xi))} = e^{i(E_m - E_n)t_0} e^{-\Delta I_p(\tau_T - \xi)}.$$  

Here we have introduced the change in ionization potential,

$$\Delta I_p = E_m - E_n,$$

which will be positive in the cases of interest where the channel $|m\rangle$ removes an electron from deeper in the core than channel $|n\rangle$, leaving the ion in an excited state with higher energy. The presence of the exponential factor inside the integral then tells us that the correlation interaction occurs preferentially near the exit of the tunnel, near $t'' = t_0$ and $\xi = \tau_T$, where as little as possible of the extra exponential penalty on $E_m$ must be paid.

We now focus on the integral itself, and the physical significance of the different factors that appear in it. Since the integral now includes the contributions to channel $|m\rangle$ from all initial channels $|n\rangle$, this is a good point to consider the most general transition, which typically will include contributions from more than one multipolar character; this is easily done, by linearity, by including a sum over $\lambda$ and $\mu$. We also include a sum over $m$ to allow for more complicated initial orbitals. Thus we have

$$a_m^{(2)}(p, t_0) = -i a_g(t_s) e^{-\frac{i}{2} \int_{t_s}^{t''} (p + A(\tau))^2 d\tau}$$

$$\times \sum_{n,m} \sum_{\lambda,\mu} e^{-iE_{0n}t_0} e^{iP_{\lambda,m}t_0} C_{\lambda,m}^{\mu} K_n(p_\parallel) C_{\lambda,m}^{\mu} P_{\perp}^{|m|+|\mu|+2j+1}$$

$$\times D_j^{\mu m}(t_0) Q_\lambda(t''') \frac{1}{2} \xi P_{\perp}^2 e^{-\Delta I_p(\tau_T - \xi)} d\xi.$$

This is then a sum over processes from all channels and with all allowed multipolarities and, particularly, all allowed magnetic quantum numbers.

However, it is important to note that the presence of the inverse power of the trajectory $z_s$ inside the integral will strongly discourage higher multipoles, as the electron is often far away at the times when the interaction happens predominantly. These, as discussed above, are forced to be near the exit from the classically forbidden region by the exponential factor $e^{i(E_m - E_n)t''}$. The same damping with distance occurs to contributions with $j$ bigger than 0, which were introduced as small corrections to the leading small-angle
approximation at $j = 0$.

If we now make a really quite crude approximation and ignore the integration step, seeing the integral as concentrated wholly near $t'' = t_0$, then we can replace $\xi$ by $\tau$ in all the slow factors. This means that the contribution to the angular dependence from each process over fixed $n, m, \lambda$ and $\mu$ goes, schematically, like

$$e^{i(m+\mu)\phi_p} p_{\perp}^{m+\mu} L_{\frac{|m+\mu|+||m+\mu|}}^{(1/2)} \left( \frac{1}{2}\tau T p_{\perp} \right) e^{-\frac{1}{2} \int_{t_0}^{t} (p + A(\tau))^2 d\tau}. \quad (4.45)$$

We now see that the original gaussian dependence as given by the saddle-point method, which goes as $e^{-\frac{1}{2} \tau T p_{\perp}^2}$, is still present and has the same width, but it is now punctured by a zero at the centre of order $|m+\mu|$. This zero is required by the phase factor $e^{i(m+\mu)\phi_p}$, which indicates that this component of the wavefunction has a well-defined angular momentum of $m + \mu$ around the laser polarization axis.

Additionally, the transverse wavefunction is now multiplied by a Laguerre polynomial with the nontrivial degree

$$\frac{|m| + |\mu| - |m + \mu|}{2} = \begin{cases} 0 & \text{if } m\mu \geq 0, \text{ and} \\ \min\{|m|, |\mu|\} & \text{if } m\mu \leq 0, \end{cases}$$

and this will introduce this same number of zeros into the transverse wavefunction so that the final angular distribution will be a series of concentric rings. We present in table 4.1 the dependence of both these factors - the order of the zero in the center and the number of rings - on the magnetic quantum numbers $m$ and $\mu$.

| $m$ | $\mu$ | $|m| + |\mu| - |m + \mu|$ | $|m + \mu|$ |
|-----|-----|----------------|--------|
| -5  | 0   | 0 0 0 0 0 0 1 2 3 4 5 | 10 9 8 7 6 5 4 3 2 1 0 |
| -4  | 0   | 0 0 0 0 0 0 1 2 3 4 4 | 9 8 7 6 5 4 3 2 1 0 1 |
| -3  | 0   | 0 0 0 0 0 0 1 2 3 3 3 | 8 7 6 5 4 3 2 1 0 1 2 |
| -2  | 0   | 0 0 0 0 0 0 1 2 2 2 2 | 7 6 5 4 3 2 1 0 1 2 3 |
| -1  | 0   | 0 0 0 0 0 0 1 1 1 1 1 | 6 5 4 3 2 1 0 1 2 3 4 |
| 0   | 0   | 0 0 0 0 0 0 0 0 0 0 0 | 5 4 3 2 1 0 1 2 3 4 5 |
| 1   | 1   | 1 1 1 1 1 0 0 0 0 0 0 | 4 3 2 1 0 1 2 3 4 5 6 |
| 2   | 2   | 2 2 2 2 1 0 0 0 0 0 0 | 3 2 1 0 1 2 3 4 5 6 7 |
| 3   | 3   | 3 3 3 3 2 1 0 0 0 0 0 | 2 1 0 1 2 3 4 5 6 7 8 |
| 4   | 4   | 4 4 4 4 2 1 0 0 0 0 0 | 1 0 1 2 3 4 5 6 7 8 9 |
| 5   | 5   | 5 4 3 2 1 0 0 0 0 0 0 | 0 1 2 3 4 5 6 7 8 9 10 |

Table 4.1 – Degree of the Laguerre polynomial in equation (4.44) for $j = 0$, which gives the number of zeros in the transverse wavefunction, and the power of $p_{\perp}$, which gives the depth of the central hole. Importantly, there is some overlap between their nontrivial regions.
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Having said this, we must note two caveats. First, although the approximation of ignoring the integral is qualitatively quite appropriate in most usual cases, it is useful for illustrative purposes only. In general the Laguerre polynomial may be explicitly expanded and it will yield a sum of incomplete-gamma-type integrals multiplying its coefficients; these will then degrade the delicate balance required for the oscillations of the polynomial and the higher lobes will become harder to observe.

Finally, the wavefunction in equation (4.44) is really a coherent sum of contributions of all possible processes: this includes all possible initial states - with their associated magnetic numbers \( m \) - as well as all the multipole terms with differing \( \mu \). If care is not taken to eliminate these contributions, be it by initial state preparation or by a measurement process selective to the final state’s initial structure, then in general they will wash out the pattern, and their only effect will be an additional broadening of the outgoing wavefunction.

### 4.3.7 An example: ionization of carbon dioxide

We will close this study with a brief illustration of how our results function and what new physical features they show in a typical strong-field ionization problem by considering the ionization of a \( \text{CO}_2 \) molecule. In this case the main channels for ionization are depicted graphically in figure 4.1.

![Figure 4.1](image)

**Figure 4.1** – Schematic representation of the wavefunctions of the Dyson orbitals for the three main channels in the ionization of a \( \text{CO}_2 \) molecule, denoted in order of increasing energy by \( \text{X}, \text{A} \) and \( \text{B} \). Here red and orange denote differing signs of the wavefunction, and the molecular notation uses the greek letters \( \Sigma \) and \( \Pi \) to denote well-defined magnetic angular momentum number of 0 and \( \pm 1 \), resp., about the internuclear axis.

We consider in particular ionization parallel to the internuclear axis in channel \( \text{B} \), both directly and in correlation-driven ionization, from which the dominant contribution will come from the lowest-energy state, channel \( \text{X} \). In this situation it is quite clear that the direct tunnelling has a magnetic quantum number of \( m = 0 \), and that the initial tunnelling state from channel \( \text{X} \) has \( m = \pm 1 \). The correlation interaction potential will also, in this case, have a definite dipole multipolarity with \( \mu = \pm 1 \).

This means that we will have two meaningful contributions available for the cross-ionization case, each with a distinct wavefunction. If \( m = \mu = \pm 1 \), then we will have
$|m + \mu| = 2$ but $\frac{1}{2}(|m| + |\mu| - |m + \mu|) = 0$, so that the wavefunction will have a central zero of order two and no secondary rings; if, on the other hand, $m = -\mu$, then we will have $|m + \mu| = 0$ but $\frac{1}{2}(|m| + |\mu| - |m + \mu|) = 1$ and the wavefunction will have one secondary ring and no central zero. Thus, the two contributions are quite different from each other and from that of the direct-tunnelling case, which has no rings and no central zero.

We show in figure 4.2 schematic graphs of these wavefunctions, mainly to show their qualitative differences, which are quite marked. Although the ingredients omitted from the calculation of these angular distributions will degrade the contrast of the different features, they will not change them qualitatively.

However, the wavefunction for the correlation-driven case will be a coherent sum of both the latter wavefunctions unless a specific effort is made to enforce the initial magnetic number and to measure the angular momentum of the remaining ion. Schemes for which can be readily devised using magnetic fields, but they are nevertheless not necessarily within reach of current experiments.

If no such distinction is made then the wavefunction for the cross-ionization will qualitatively look quite similar to the direct one – no central zero and no secondary ring – but it will be noticeably broader, on a scale which is probably within reach of current detector resolution, and, most importantly, it will be exponentially enhanced from the direct ionization amplitude since it must not pay the full exponential penalty $e^{-I_p, B \tau T, B}$ which damps the direct amplitude.

Thus we see that even with simplistic calculations and with quite standard examples from the field of strong-field ionization, the formalism developed in this work is able to show qualitative differences – which in all likelihood will become precise, quantitative differences once detailed calculations are done for specific examples – in the angular distributions of the ionized electron. Further, we have now an intuitive understanding of the underlying processes and mechanisms that are responsible for these differences, understanding which is in general absent from the more precise numerical calculations.

Of course, current work is focused on finding appropriate examples in which these
features will be the most evident, and on performing the full calculations to obtain definite physical predictions comparable with current experiments, as well as the investigation of schemes for the more detailed measurement of the initial and final state of the ion which would permit resolving the different multipolarities and therefore observing the more interesting angular distributions.
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